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1 Introduction

Internet inter-business collaborations, virtual organizations, and web services, usually communicate through service exchanges which respect an implicit or explicit contract. Such a contract must unambiguously determine correct interactions, and what are the exceptions allowed, or penalties imposed in case of incorrect behavior.

Legal contracts, as found in the usual judicial or commercial arena, may serve as basis for defining such machine-oriented electronic contracts (or e-contracts for short). Ideally, e-contracts should be shown to be contradiction-free both internally, and with respect to the governing policies under which the contract is enacted. Moreover, there must be a run-time system ensuring that the contract is respected. In other words, contracts should be amenable to formal analysis allowing both static and dynamic verification, and therefore written in a formal language. In this paper we are interested in the run-time monitoring of electronic contracts, and not in the static verification of their consistency or conformance with policies.

CL, introduced in [PS07b] (see [PS08] for the most recent development of CL), is an action-based formal language tailored for writing e-contracts, and it has the following properties:

1. Avoids the most common philosophical paradoxes of deontic logic [McN06];
2. Has a formal semantics given in terms of Kripke structures;
3. It is possible to express in the language (conditional) obligations, permission and prohibition over concurrent actions;
4. It is possible to express contrary-to-duty obligations (CTD) and contrary-to-prohibitions (CTP). Both constructions specify the obligation/prohibition to be fulfilled and which is the reparation/penalty to be applied in case of violation.

The use of e-contracts, and in particular of CL, goes beyond the application domain of service-exchanges, comprising component-based development systems, fault-tolerant systems, and embedded systems.

The main contribution of this paper is an automatic procedure for obtaining a monitor (finite state machine) for contracts, directly extracted from the CL specification. The road-map of the paper starts by recalling main results on CL in Section 2. We give a trace semantics for the expressions of CL in Section 3. This expresses the fact that a trace respects (does not violate) a contract clause (expression of CL). In Section 4.1 we show how to construct for a contract an alternating Büchi automaton which recognizes exactly all the traces respecting the contract. The automaton is
Table 1: Syntax of the CL language for run-time monitoring contracts.

\[ \mathcal{C} ::= \mathcal{O}_C(\alpha) | \mathcal{P}(\alpha) | \mathcal{F}_C(\alpha) | \mathcal{C} \rightarrow \mathcal{C} | [\beta] \mathcal{C} | \top | \bot \]

\[ \alpha ::= 0 | 1 | a | a \& \alpha | a \cdot \alpha | a + \alpha \]

\[ \beta ::= 0 | 1 | a | \beta \& \beta | \beta \cdot \beta | \beta + \beta | \beta^* | \mathcal{C} ? \]

\[ T \]

Table 1: Syntax of the CL language for run-time monitoring contracts.

CL – A Formal Language for Contracts

CL is an action-based language for writing contracts [PS07b]. In this paper we are interested in monitoring the actions in a contract. Therefore, we give here a slightly different version of CL where we have dropped the assertions from the old CL, keeping only the modalities over actions. Other differences are in the expressivity: we have incorporated the Kleene star operator over the actions in the dynamic box modality, and we have attached to the obligations and prohibitions the corresponding reparations (modelling the CTDs and CTPs directly).

The syntax of CL is defined by the grammar in Table 1. The formal semantics in terms of traces is given later in Section 3 (see Table 2). In what follows we provide explanations of the CL syntax and define our notation and terminology.

We call an expression C a (general) contract clause. We call \( O_C(\alpha) \), \( P(\alpha) \), and \( F_C(\alpha) \) the deontic modalities, and they represent the obligation, permission, or prohibition of performing a given action \( \alpha \). Intuitively \( O_C(\alpha) \) states the obligation to execute \( \alpha \), and the reparation \( \mathcal{C} \) in case the obligation is violated, i.e. whenever \( \alpha \) is not performed. The reparation may be any contract clause. The modality \( O_C(\alpha) \) (resp. \( F_C(\alpha) \)) represents what is called CTD (resp. CTP) in the deontic logic community. Obligations without reparations are written as \( O_\bot(\alpha) \) where \( \bot \) (and conversely \( \top \)) is the Boolean false (respectively true). We usually write \( O(\alpha) \) instead of \( O_\bot(\alpha) \). Obligations with no reparation are sometimes in the literature called categorical because they cannot be violated (i.e. there is no reparation for
their violation, thus a violation would give violation of the whole contract). The prohibition modality $F_C(\alpha)$ states the actual forbearing of the action $F(\alpha)$ together with the reparation $C$ in case the prohibition is violated. Note that it is possible to express nested CTDs and CTPs.

We use the classical Boolean implication operator $\to$, and the other operators $\land, \lor, \oplus$ (exclusive or) are expressed in terms of $\to$ and $\bot$. The dynamic logic modality $[\cdot]C$ is parameterized by actions $\beta$. The expression $[\beta]C$ states that after the action $\beta$ is performed $C$ must hold.

Throughout the paper we denote by $a, b, c \in A_B$ the basic actions, by indexed $\alpha \in A$ compound actions, and by indexed $\beta$ the actions found in propositional dynamic logic [FL77] with synchrony. (More about the extension of Kleene algebra with synchrony and about the definition of propositional dynamic logic over synchronous actions can be found in [Pri08b].) Actions $\alpha$ are used inside the deontic modalities, whereas the (more general) actions $\beta$ are used inside the dynamic modality. An action is an expression containing one or more of the following binary constructors: choice “+”, sequence “·”, synchrony (or concurrency) “&” and are constructed from the basic actions $a \in A_B$ and $0$ and $1$ (called the violating action and respectively skip action). Indepth reading and results related to the $\alpha$ actions can be found in [PS07a]. Here we give just the necessary intuitions behind actions. Actions $\beta$ have the extra operators Kleene star $*$ and test $?$. The investigation of the PDL actions $\beta$ without the synchrony operator can be found in the literature related to dynamic and Kleene algebras; basically they define the regular languages of guarded strings and have the syntax of regular expressions with guards [Pra90, Koz03]. When the difference between basic and compound actions is not important we just call them generally actions. To avoid using parentheses we give a precedence over the constructors: $* > \& > \cdot > +$.

The $[\cdot]$ modality allows having a test inside, and $[C_1?]C_2$ must be understood as $C_1 \rightarrow C_2$. In $\mathcal{CL}$ we can write conditional obligations, permissions and prohibitions of two different kinds. As an example let us consider conditional obligations. The first kind is represented by $[\beta]O(\alpha)$, which may be read as “after performing $\beta$, one is obliged to do $\alpha$”. The second kind is modeled using the implication operator (or the test operator $?$): $C \rightarrow O(\alpha)$, which is read as “If $C$ holds then one is obliged to perform $\alpha$”. Similarly for permission and prohibition.

The properties of the actions $\alpha$ can be summarized as: $(A, +, \cdot, 0, 1)$ is the algebraic structure of an idempotent semiring. At this point we give an informal intuition of the actions (elements) of $A$: actions are considered to be performed by somebody (being that a person, a program, or an agent). We talk about “performing” actions and not of processes executing actions and operational semantics; we do not discuss such semantics in this

---

1Note that tests cannot occur inside deontic modalities, nor can Kleene *.
paper. **Concurrent actions**, denoted by $\alpha_k$, are actions of $A_B^k \subseteq A$ generated from basic actions using only the $\&$ constructor (e.g. $a, a \& b \in A_B^k$ and $a + b, a \& b + c, a \cdot b \notin A_B^k$). Note that $A_B^k$ is finite because $A_B$ is defined as finite and $\&$ is defined idempotent over basic actions. The structure $(A, +, \& , 0 , 1)$ is a commutative semiring. Therefore, we consider concurrent actions of $A_B^k$ as sets over basic actions of $A_B$. We have now a natural way to compare concurrent actions using $\subseteq$ set inclusion. We say that an action, e.g. $a \& b \& c$ is more demanding than another action, e.g. $a \& b$ iff $\{a, b\} \subseteq \{a, b, c\}$.

In Example 1.1 the basic actions are $A_B = \{e, p, n, d\}$ (standing for “exceed bandwidth limit”, “pay”, “notify by email”, and “delay”). An example of a concurrent action is $d \& n \in A_B^k$, or even $e \& p \& d \& n$.

Any action $\alpha$ can be equivalently written in a concise and clear way as the canonical form defined below.

**Definition 2.1 (canonical form for CA)** We say that an action $\alpha$ of $CA$ (i.e. defined with the operators $+$, $\cdot$, $\&$) is in canonical form iff it has the following form:

$$\alpha = \bigoplus_{i \in I} \alpha_i \cdot \alpha^i$$

where $\alpha_k \in A_B^k$ and $\alpha^i \in A$ is an action of $CA$ in canonical form. The indexing set $I$ is finite as the compound actions $\alpha$ are finite; i.e. there is a finite number of application of the $+$ operator. Actions 0 and 1 are considered in canonical form.

**Theorem 2.1** For every action $\alpha$ of the algebra $CA$ we have a corresponding $\tilde{\alpha}$ in canonical form and equivalent to $\alpha$.

**Proof:** For proof see [Pri08b].

For the actions inside the deontic modalities one important notion is that of **action negation**. Intuitively, action negation encodes the violation of an obligation. There have been a few works related to negation of actions [Mey88, HKT00, LW04, Bro03]. In [Mey88], the same as in [HKT00] action negation is with respect to the universal relation which, for example for PDL gives undecidability. Decidability of PDL with negation of only atomic actions has been achieved in [LW04]. A so called "relativized action complement" is defined in [Bro03] which is basically the complement of an action (not with respect to the universal relation but) with respect to a set formed of atomic actions closed under the application of the action operators. This kind of negation still gives undecidability when several action operators are involved.

A natural and useful view of **action negation** is to say that the negation $\overline{\alpha}$ of action $\alpha$ is the action given by all the immediate actions that take us outside the tree of $\alpha$ [BWM01]. With $\tilde{\alpha}$ it is easy to formally define $\overline{\alpha}$. 
Definition 2.2 (action negation) The action negation is a derived operator denoted by $\overline{\alpha}$ and is defined as a function $\overline{\cdot} : \mathcal{A} \rightarrow \mathcal{A}$ (i.e. action negation is not a principal combinator for the actions) which works on the equivalent canonical form $\overline{\alpha}$ as:

$$\overline{\alpha} = \sum_{i \in I} \alpha_i \cdot \overline{\alpha}_i = \sum_{\beta_k \in \overline{R}} \beta_k + \sum_{j \in J} \gamma_j \cdot \overline{\alpha}_j$$

Consider $R = \{\alpha_i^i \mid i \in I\}$. The set $\overline{R}$ contains all the concurrent actions $\beta_k$ with the property that none of the actions $\alpha_i^i$ is included in $\beta_k$:

$$\overline{R} = \{\beta_k \mid \beta_k \in \mathcal{A}_B^k \text{ and } \forall i \in I, \alpha_i^i \not\subseteq \beta_k\},$$

and $\gamma_j^j \in \mathcal{A}_B^k$ and $\exists \alpha_i^i \in R \text{ s.t. } \alpha_i^i \subseteq \gamma_j^j$. The indexing set $I' \subseteq I$ is defined for each $j \in J$ as:

$$I' = \{i \in I \mid \alpha_i^i \subseteq \gamma_j^j\}.$$

By convention $\overline{1} = 0$ and $\overline{0} = 1$. Whenever $\alpha_i^i, \forall i \in I'$ does not exists it is considered to be 1.

Remark: The negation operation formalizes the fact that an action is not performed. In an active system this boils down to performing the action given by $\overline{\alpha}$. In other words not performing action $\alpha$ means either not performing any of its immediate actions $\alpha_i^i$, or by performing one of the immediate actions and then not performing the remaining action. Note that to perform an action $\alpha_i^i$ means to perform any action that includes $\alpha_i^i$. Therefore in the negation we may have actions $\gamma_j^j$ which include more immediate actions, e.g. $\alpha = a \cdot b + c \cdot d$ and may perform $\gamma_j^j = a \& c$. At this point we need to look at both actions $b$ and $d$ in order to derive the negation, e.g. performing now $d$ means that $\alpha$ was done, whereas performing $c$ means that $\alpha$ was not done (and $a \& c \cdot c$ must be part of negation). For more results on the action negation see [Pri08b].

From Example 1.1 consider the negation $p + d \& n$ of the action “pay or delay and notify by e-mail”. Any action $\gamma$ which does not ”contain” neither $p$ nor $d \& n$ (i.e. $p \not\subseteq \gamma$ and $d \& n \not\subseteq \gamma$) is part of the negation of $p + d \& n$; e.g. $p \& e \not\subseteq p + d \& n$, but $d, e, d \& e \subseteq p + d \& n$.

It was noted in [Pri08b] that action negation is not independent of the representation. This basically means that applied to two equivalent actions the negation may yield not equivalent actions. This is not good and the problem, as noted in [Pri08b], comes from the fact that the canonical form on which the action negation is applied is not unique. In [Pri08c] it was shown that there exists a unique normal form for actions, but it could not be pin-pointed syntactically (so that to know how the unique normal form looks like). Therefore still the action negation cannot be applied to a unique action equivalent to the action which is negated. The results on the existence
of the unique normal form and the observations in the proof of the negative of
the independent of the representation for \( \neg \) lead the way to the development
of the almost normal form notion in [Pri08a]. There it was proven that the
canonical form which is also an almost normal form is unique. And we know
exactly how this looks like: it is a canonical form with the restrictions below.
The most important restrictions are 3 and 4 which take care of the special
actions 1 and 0. Therefore if the action negation is applied, in the same
way as in the Definition 2.2, on a canonical form which is also an almost
normal form then the uniqueness of the result is guaranteed (and all the
proofs become easier).

A canonical form \( \alpha = +_{i \in I} \alpha_k \cdot \alpha_i \) is an almost normal form of an action
\( \alpha \) iff it respects the following restrictions:

1. \( \forall i \in I, \forall a \in A_B \text{ then } \alpha_i \) does not contain twice the same action \( a \);
2. \( \forall i, j \in I, \alpha_i \neq \alpha_j \);
3. \( \forall i \in I, \text{ either }
   \begin{align*}
   (a) \ & \alpha_i \in A \setminus \{0, 1\} \text{ or } \\
   (b) \ & \alpha_i \text{ does not exist and in this case } \alpha_k \in A_B \cup \{1\} \text{ is allowed to be also } 1;
   \end{align*} 
4. \( \alpha_i \) respects strictly the restrictions 1, 2, and 3a.

**Theorem 2.2** \( \neg \neg \alpha = 0 \). \( \forall \alpha \in A \)

**Proof:** The proof is by structural induction on the structure of \( \alpha \).

**Basis:** When \( \alpha = 0 \) or \( \alpha = 1 \) the proof is finished due to the convention
\( \neg 0 \) and the idempotence of + and that 0 is a unity element for +. When
\( \alpha = a, \forall a \in A_B \text{ then by the definition } \neg \neg a = 0 + \gamma_k \cdot \neg \neg 1, \forall \gamma_k \in A_B \), which is
equivalent to 0. It is clear that the first part of the negation is 0 because
there is no action \( \beta_k \in A_B \) for which \( 1 \not\subseteq \beta_k \). In the second part of the
negation it is natural to have all the concurrent actions \( \gamma_k \) as all of them
include 1. Moreover, the action that needs to follow the sequence operator,
i.e. \( +_{i \in I} \alpha_i \) is actually 1. Now by applying the fact that \( \neg \neg 1 = 0 \) and that 0 is
the annihilator element for \( \cdot \) we get our conclusion.

**Inductive step:** We do not need to consider the case when \( \alpha = \alpha_1 \wedge \alpha_2 \)
because of the canonical form of the actions. We may only need to consider
when \( \alpha \in A_B \), i.e. \( \alpha = a \wedge b \wedge \ldots \) but this is the same as in the basic case
for basic actions that we considered before.

For when \( \alpha = \alpha_k \cdot \alpha_i \) then we have as before \( \neg \neg \alpha_k \cdot \alpha_i = 0 + \gamma_k \cdot \neg \neg 1 \).
By the inductive hypothesis \( \neg \neg \alpha \) = 0 and as before the final result is 0.
3 SEMANTICS ON RESPECTING TRACES

For when \( \alpha = \alpha_1^1 \cdot \alpha^1 + \alpha_2^2 \cdot \alpha^2 \), as in the previous cases the negation is \( 0 + \gamma_\alpha \cdot \cdot \alpha^1 + \alpha^2 \) or small variations depending on \( \gamma_\alpha \). By the inductive hypothesis \( 1 + \alpha^1 + \alpha^2 = 0 \) and we have our conclusion. \( \square \)

Example 1.1 in \( \mathcal{CL} \) syntax: The transition from the conventional contract given in the introduction to a formal representation is manual. The following is the \( \mathcal{CL} \) expression that we obtain.

\[ \left[ e \right] O_{\bot} (p \cdot p + d \& n) \]

In short the expression is read as: After executing the action “exceed bandwidth limit” there is the obligation of choosing between either “paying” or at the same time “delay the payment” and “notify by e-mail”. The \( \mathcal{CL} \) expression also states the reparation \( O_{\bot} (p \cdot p) \) in case the obligation above is violated which is an obligation of doing twice in a row the action of “paying”. Note that this second obligation has no reparation attached, therefore if it is violated then the whole contract is violated. Note also that we translate “pay double” into the \( \mathcal{CL} \) sequential composition of the same action \( p \) of paying.

3 Semantics on Respecting Traces

The present section is devoted to presenting a semantics for \( \mathcal{CL} \) with the goal of monitoring electronic contracts. For this we are interested in identifying the respecting and violating traces of actions. We follow the many works in the literature which have a presentation based on traces e.g. [Pra79]. We first give brief definitions used throughout the rest of the paper.

Definition 3.1 (traces) Consider a trace denoted \( \sigma = a_0, a_1, \ldots \) as an ordered sequence of concurrent actions and skip. Formally a trace is a map \( \sigma : \mathbb{N} \rightarrow A^*_B \cup \{1\} \) from natural numbers (denoting positions) to concurrent actions from \( A^*_B \). Take \( |\sigma| \in \mathbb{N} \cup \infty \) to be the length of a trace. A (infinite) trace which from some position \( i \) onwards has only action 1 is considered finite and its length is \( i \). We use \( \varepsilon \) to denote the empty trace. We denote by \( \sigma(i) \) the element of a trace at position \( i \), by \( \sigma(i..) \) a finite subtrace, and by \( \sigma(i..) \) the infinite subtrace starting at position \( i \) in \( \sigma \). The concatenation of two traces \( \sigma' \) and \( \sigma'' \) is denoted \( \sigma'\sigma'' \) and is defined iff the trace \( \sigma' \) is finite; \( \sigma'\sigma''(i) = \sigma'(i) \) if \( i < |\sigma'| \) and \( \sigma'\sigma''(i) = \sigma''(i - |\sigma'|) \) for \( i \geq |\sigma'| \) (e.g. \( \sigma(0) \) is the first action of a trace, \( \sigma = \sigma(0..i)\sigma' \) where \( \sigma' = \sigma(i+1..) \)).

Definition 3.2 (trees) A tree is a prefix-closed subset \( T \subset \mathbb{N}^* \) s.t. if \( xc \in T \) with \( x \in T \) a tree node and \( c \in \mathbb{N} \) then \( xc' \in T \), \( \forall c' < c \). We call \( xc \) the

\footnotesize
\[ \text{This encoding of discrete quantities is not the best choice. Future work focuses on extending the basic actions with data types to express quantities (like time or money amounts). Reference to the mCRL2 specification language should be noted [GMR+07].} \]
successors of $x$. A node with no successors is called leaf. The root of the tree is the empty string $\varepsilon$. A $\Sigma$-labeled tree is a pair $(T, V)$ where the valuation function $V : T \rightarrow \Sigma$ assigns to each node an element of the alphabet $\Sigma$. A path $\tau$ in a tree $T$ is a set $\tau \subseteq T$ s.t. $\varepsilon \in \tau$ and if $x \in \tau$ then either $x$ is a leaf (in which case $\tau$ is called a full path) or $\exists c \in \mathbb{N}$ unique and $xc \in \tau$. We denote a path by $x_0, x_1, \ldots$. A path of a $\Sigma$-labeled tree $\tau = x_0, x_1, \ldots$ defines an (in)finite word $\alpha = \mathcal{V}(x_0), \mathcal{V}(x_1), \ldots$ over $\Sigma$. We denote by $|x|$ the depth of the node $x$ in the tree.

We can interpret actions as trees. Most of the results and elaborations of [PS07a] are done to prove the completeness of the interpretation of actions as (specially defined) trees. Consider a function $I_{SKA : CA} \rightarrow (T, V)$ which interprets each action of $CA$ as a $A_B^K$-labeled tree with $V(\varepsilon) = 1$. For example the action $a + b$ is interpreted as the tree $I_{SKA}(a + b) = (\{\varepsilon, \varepsilon, 0\}, V)$ where $\mathcal{V}(\varepsilon 0) = a$ and $\mathcal{V}(\varepsilon 1) = b$. Intuitively, $+$ provides the branching in the tree, and · provides the parent-child relation on each branch. The node labels from $A_B^K$ encode the concurrency operator $\&$. A trace $\sigma \in T$ is said to be contained by the $A_B^K$-labeled tree $(T, V)$ iff $\exists \tau \subseteq T$ a path and $\sigma(0) = \mathcal{V}(\varepsilon c)$ and if $\sigma(i) = \mathcal{V}(x)$ then $\sigma(i + 1) = \mathcal{V}(xc)$ with $x \in \tau$. Naturally, any trace $\sigma$ which is contained in a tree $I_{SKA}(\alpha)$ of an action $\alpha$ is finite as the trees which interpret actions are of finite depth. We consider here the set of all traces which are full paths in the tree $T$ and denote it by $\|T\| = \{\sigma \mid \sigma \text{ a full path in } T\}$.

It may be intuitive that the set of traces associated to an action $\alpha$ is $\|I_{SKA}(\alpha)\|$, but it is not so intuitive what is the set of traces for a negation of an action $\pi$. The following result shows us explicitly the set of traces which correspond to the action negation. The result helps in the proof of the next result in Proposition 3.2. The two propositions below help in understanding better the semantic definition of $[\alpha_\&]C$.

**Proposition 3.1 (Action negation as traces)** The set $\|I_{SKA}(\pi)\|$ of traces which are full paths of the tree interpreting the negation of $\alpha = +_{i \in I} \alpha_i^{\&} \cdot \alpha_i^\sharp$ is equal to the following set of traces:

$$\{\pi\} \cup \{\sigma \mid \sigma = \sigma(0) \varepsilon \land \forall i \in I, \alpha_i^{\&} \subseteq \sigma(0)\} \cup \{\sigma \mid \sigma = \sigma(0) \sigma(1.) \land \exists i \in I, s.t. \alpha_i^\sharp \neq 1 \land \alpha_i^{\&} \subseteq \sigma(0) \land \sigma(1.) \in \{+_{i \in I'} \gamma\}, \; I' = \{i \in I \mid \alpha_i^{\&} \subseteq \sigma(0)\}\}.$$  

**Proof:** The definition of the set of traces is inductive. This is because the definition of the canonical form of actions is inductive and therefore also the action negation. The tree $I_{SKA}(\pi)$ is the same as $I_{SKA}(+_{i \in I} \alpha_i^{\&} \cdot \alpha_i^\sharp)$ which is $I_{SKA}(+_{\gamma \in \pi} \gamma + +_{j \in I} \gamma_j^{\&} \cdot +_{i \in I'} \omega_i^{\&}).$ We give an intuitive analogy between the set of traces defined here and the definition of action negation from Definition 2.2. The first part of the action negation, i.e. $+_{\gamma \in \pi} \gamma$ gives the full paths of the tree of length 1 (i.e. on the first level). It is
simple to observe that these paths are captured by the first set of traces \( \{ \sigma | \sigma = \sigma(0) \varepsilon \land \forall i \in I, \alpha_k^i \not\subseteq \sigma(0) \} \). These are traces with one element \( \sigma(0) \) (i.e. ending in the empty trace \( \varepsilon \)) and they respect the same condition like in the definition of \( R \). Note that when \( I \) is a singleton and we have only one \( \alpha_k \) then the condition \( \alpha_k \not\subseteq \sigma(0) \) becomes \( \sigma(0) = \sigma'(0) \cup \sigma''(0) \cap \sigma'(0) \subseteq \alpha_k \land \sigma''(0) \subseteq A_B^k \setminus \alpha_k \). We read this condition as: the first element of \( \sigma \) (which we recall is a set of basic actions) has some actions, but not all, i.e. \( \sigma'(0) \), among those of the basic actions of \( \alpha_k \) and the other basic actions, i.e. \( \sigma''(0) \) are different than those of \( \alpha_k \); i.e. are among \( A_B^k \setminus \alpha_k \).

The other full paths of length greater than 1 of the tree are given by the second part of the action, i.e. \( +_{i \in J} \gamma_k^i \cdot \alpha^j \). All these paths are captured by the second set of traces which are of length at least 2. All branches of \( +_{i \in I} \alpha_k^i \cdot \alpha^j \) where \( \alpha_i = 1 \) do not contribute to the set of traces. This is because the negation \( \alpha^i + \ldots = \overline{I} + \ldots = 0 \) (from Theorem 2.2) meaning that the branch ends in 0 which propagates upwards by \( \alpha \cdot 0 = 0 \) and dissapears eventually by \( \alpha + 0 = \alpha \). Therefore we are looking only at traces s.t. \( \alpha_i \neq 1 \). From these we take the traces which start with the action that includes \( \alpha_k^i \) (i.e. \( \alpha_k^i \subseteq \sigma(0) \)) and are followed by a trace (i.e. \( \sigma(1..) \)) which is part of the traces of the negation of the smaller compound action \( +_{i \in I} \alpha_i^i \). The \( \alpha_i^i \) are related to \( \sigma(0) \) by the indexing set \( I' = \{ i \in I | \alpha_k^i \subseteq \sigma(0) \} \).

Remark: We can use an equivalent characterization of the traces of length one where instead of testing for (non)inclusion of sets we can test for nonemptiness of set subtraction; i.e. replace \( \alpha_k^i \not\subseteq \sigma(0) \) with \( \alpha_k^i \setminus \sigma(0) \neq \emptyset \). Any of these tests are decidable because of the finiteness of two sets \( \alpha_k^i \) and \( \sigma(0) \).

The next result of Proposition 3.2 is useful in giving us the completeness of the semantical definition for \( [\alpha_k]C \). Particularly, we get as an immediate corollary that the conditions on traces from the semantic definition of \( [\alpha_k]C \) cover all the possible traces. The same result is used for the semantical definitions of \( [\overline{I}]C, OC(\alpha_k), \) or \( FC(\alpha_k) \). For convenience we define an enclosing relation over traces \( \sigma \supseteq \sigma' \) iff \( \forall i \in \mathbb{N}, \sigma'(i) \subseteq \sigma(i) \). Note that this definition requires that \( m_\sigma \geq m_{\sigma'} \).

**Proposition 3.2** Any infinite trace \( \sigma \) is either starting with a trace bigger w.r.t. \( \supseteq \) then a complete path of \( ISKA(\alpha) \) or it starts with trace bigger than a complete path of \( ISKA(\overline{I}) \).

**Proof:** The proof is by *reductio ad absurdum*. If the trace \( \sigma \supseteq \sigma_{\text{SKA}(\alpha)} \sigma' \) starts with a full path of the tree \( ISKA(\alpha) \) the proof is finished. Suppose it is not the case that \( \sigma \supseteq \sigma_{\text{SKA}(\alpha)} \sigma' \). This means that \( \exists i \leq h(\text{ISKA}(\alpha)) \) s.t. \( \sigma(0..i-1) \supseteq \sigma_{\text{SKA}(\alpha)}(0..i-1) \) and for all possible actions \( \sigma_{\text{SKA}(\alpha)}(i) \) of extending the trace \( \sigma_{\text{SKA}(\alpha)}(0..i-1) \) in the tree \( ISKA(\alpha) \) it is the case that \( \sigma(i) \not\supseteq \sigma_{\text{SKA}(\alpha)}(i) \). Consider the characterization of the negation of
\[ \sigma \models \top \]
\[ \sigma \not\models \bot \]
\[ \sigma \models C_1 \rightarrow C_2 \quad \text{if whenever } \sigma \models C_1 \text{ then } \sigma \models C_2. \]
\[ \sigma \models C_1 \land C_2 \quad \text{if } \sigma \models C_1 \text{ and } \sigma \models C_2. \]
\[ \sigma \models C_1 \lor C_2 \quad \text{if } \sigma \models C_1 \text{ or } \sigma \models C_2. \]
\[ \sigma \models C_1 \oplus C_2 \quad \text{if } (\sigma \models C_1 \text{ and } \sigma \not\models C_2) \text{ or } (\sigma \not\models C_1 \text{ and } \sigma \models C_2). \]
\[ \sigma \models [\alpha_{\kappa}]C \quad \text{if } \alpha_{\kappa} \subseteq \sigma(0) \text{ and } \sigma(1..) \models C, \text{ or } \alpha_{\kappa} \not\subseteq \sigma(0). \]
\[ \sigma \models [\beta \cdot \beta']C \quad \text{if } \sigma \models [\beta][\beta']C. \]
\[ \sigma \models [\beta + \beta']C \quad \text{if } \sigma \models [\beta]C \text{ and } \sigma \equiv [\beta']C. \]
\[ \sigma \models [\beta']C \quad \text{if } \sigma \models C \text{ and } \sigma \equiv [\beta'][\beta']C. \]
\[ \sigma \models [C_1 \?]C_2 \quad \text{if } \sigma \not\models C_1, \text{ or if } \sigma \models C_1 \text{ and } \sigma \models C_2. \]
\[ \sigma \models O_C(\alpha_{\kappa}) \quad \text{if } \alpha_{\kappa} \subseteq \sigma(0), \text{ or if } \sigma(1..) \models C. \]
\[ \sigma \models O_C(\alpha \cdot \alpha') \quad \text{if } \sigma \models O_C(\alpha) \text{ and } \sigma \equiv [\alpha]O_C(\alpha'). \]
\[ \sigma \models F_C(\alpha + \alpha') \quad \text{if } \sigma \models F_C(\alpha) \text{ or } \sigma \models [\alpha]F_C(\alpha'). \]
\[ \sigma \models F_C(\alpha \cdot \alpha') \quad \text{if } \sigma \models F_C(\alpha) \text{ and } \sigma \models [\alpha]F_C(\alpha'). \]
\[ \sigma \models [\alpha_{\kappa}]C \quad \text{if } \alpha_{\kappa} \not\subseteq \sigma(0) \text{ and } \sigma(1..) \models C, \text{ or if } \alpha_{\kappa} \subseteq \sigma(0). \]
\[ \sigma \models [\alpha \cdot \alpha']C \quad \text{if } \sigma \models [\alpha]C \text{ and } \sigma \equiv [\alpha][\alpha']C. \]
\[ \sigma \models [\alpha + \alpha']C \quad \text{if } \sigma \models [\alpha]C \text{ or } \sigma \equiv [\alpha][\alpha']C. \]

Table 2: Trace semantics of $\mathcal{C}$.  

Proposition 3.1. It is easy to see that the trace $\sigma^{I_{\text{SKA}}(\alpha)(0..i-1)}(i)$ is a full path of the tree $I_{\text{SKA}}(\overline{\sigma})$ interpreting the negation of $\alpha$ because the first part is a trace of the action $\alpha$ and the last step of the trace respects the condition in the first set of traces of Proposition 3.1. More explicitly, in Proposition 3.1 $\forall i \in I, \alpha_{\kappa}^i$ means that for all branches... each action on the branch must not be less than the current element of the trace. This is the same as the argument needed above.

Considering that $\sigma^{I_{\text{SKA}}(\alpha)(0..i-1)}(i)$ is a full path of $I_{\text{SKA}}(\overline{\sigma})$ and that $\sigma(0..i-1) \supseteq \sigma^{I_{\text{SKA}}(\alpha)(0..i-1)}(i)$ we finish the proof as the trace $\sigma$ is starting with the trace $\sigma(0..i) \supseteq \sigma^{I_{\text{SKA}}(\overline{\sigma})}$ which is greater than a full path of the tree interpreting the negation of $\alpha$. 

\[ \square \]

**Definition 3.3 (Semantics of $\mathcal{C}$)** We give in Table 2 a recursive definition of the satisfaction relation $\models$ over pairs $(\sigma, C)$ of a trace and a contract; it is usually written $\sigma \models C$ and it is read as "trace $\sigma$ respects the contract..."
3 SEMANTICS ON RESPECTING TRACES

(clause) C”. We write \( \sigma \not \models C \) instead of \( (\sigma, C) \not \models \) and read it as “\( \sigma \) violates \( C \)”.

Since some of the cases from the definition of \( \models \) are typical for modal (dynamic) logics, we only comment on those that are particular to our logic. A trace \( \sigma \) respects an obligation \( O_C(\alpha_k) \) if either of the two complementary conditions (see Proposition 3.3) is satisfied. The first condition deals with the obligation itself: the trace \( \sigma \) respects the obligation \( O(\alpha_k) \) if the first action of the trace includes \( \alpha \). Otherwise, in case the obligation is violated,\(^3\) the only way to fulfill the contract is by respecting the reparation \( C \); i.e. \( \sigma(1..) \models C \). Respecting an obligation of a choice action \( O_C(\alpha_1 + \alpha_2) \) means that it must be executed one of the actions \( \alpha_1 \) or \( \alpha_2 \) completely; i.e. obligation needs to consider only one of the choices. If none of these is entirely executed then a violation occurs (thus the negation of the action is needed) so the reparation \( C \) must be respected. An important requirement when modelling electronic contracts is that the obligation of a sequence of actions \( O_C(\alpha \cdot \alpha') \) must be equal to the obligation of the first action \( O_C(\alpha) \) and after the first obligation is respected the second obligation must hold \([\alpha]O_C(\alpha')\). Note that if \( O_C(\alpha) \) is violated then it is required that the second obligation is discarded, and the reparation \( C \) must hold. Violating \( O_C(\alpha) \) means that \( \alpha \) is not executed and thus, by the semantic definition, \([\alpha]O_C(\alpha')\) holds regardless of \( O_C(\alpha') \).

In the Appendix, the proof of Proposition 3.3 provides for a more clear understanding of why the two conditions in the semantical definition of \( O_C(\alpha_k) \) are complementary and therefore why the second condition does not need the explicit specification of the negation of the concurrent action. The same result is also useful in giving the completeness of the semantical definitions of \([\alpha_k]C\), \([\alpha_k]C\), or \( F_C(\alpha_k) \). That is, we get as an immediate corollary that the conditions on traces cover all the possible traces. For convenience we define an enclosing relation over traces \( \sigma \supseteq \sigma' \) iff \( \forall i \in \mathbb{N}, \sigma'(i) \subseteq \sigma(i) \). Note that this definition requires that \( m_{\sigma} \geq m_{\sigma'} \).

**Proposition 3.3** For an arbitrary action \( \alpha \), any infinite trace \( \sigma \) is either starting with a trace bigger w.r.t. \( \supseteq \) then a complete path of \( I_{SKA}(\alpha) \) or it starts with a trace bigger than a complete path of \( I_{SKA}(\pi) \).

From [HKT00] we know how to encode LTL only with the dynamic [·] modality and the Kleene *; e.g. “always obliged to do \( \alpha \)” is encoded as \([(+\gamma \in A^g) \gamma]^*O(\alpha)\). The action \(+\gamma \in A^g\) \( \gamma \) is read as “choice between any concurrent action” and we denote it by **any**.

**Example 1.1 as traces:** Consider the expression on page 9 which encodes in \( \mathcal{CL} \) the contract clause of Example 1.1 from the introduction. We give here few examples of traces of actions which respect the contract clause:

\(^3\)Violation of an obligatory action is encoded by the action negation.
• \(e, p\) ("exceed bandwidth limit" and then "pay") which respects the contract because it respects the top level obligation;

• \(e, d, p, p\) ("exceed bandwidth limit" and then "delay payment" after which "pay" twice in a row) which even if it violates the top level obligation because it does not notify by e-mail at the same time when "delaying payment", it still respects the reparation by paying twice;

• \(p, p, p\) ("pay" three times in a row) because every trace which does not start with the action \(e\) respects the contract.

Examples of traces which violate the clause are:

• \(e, e, e\) (constantly "exceeding the bandwidth limit") which violates both the first obligation and the second one by not paying;

• \(e, d, d\) (after "exceeding the bandwidth limit" it constantly "delays the payment") which again violates both obligations.

### 4 Monitoring \(\mathcal{CL}\) Specifications of Contracts

#### 4.1 Satisfiability checking for \(\mathcal{CL}\) using alternating automata

Automata theoretic approach to satisfiability of temporal logics was introduced in [VW86] and has been extensively used and developed since (see [KVW00] for a more recent overview of the field and a particularly detailed presentation of alternating tree automata and the automata approach to branching time logics). We recall first basic theory of automata on infinite objects. We follow the presentation of Vardi [Var95, Var97] and try to use the same terminology and notation. Given an alphabet \(\Sigma\), a word over \(\Sigma\) is a sequence \(a_0, a_1, \ldots\) of symbols from \(\Sigma\). The set of infinite words is denoted by \(\Sigma^\omega\).

We denote by \(B^+(X)\) the set of positive Boolean formulas \(\theta\) (i.e. containing only \(\land\) and \(\lor\), and not the \(\neg\)) over the set \(X\) together with the formulas \text{true} and \text{false}. For example \(\theta = (s_1 \lor s_2) \land (s_3 \lor s_4)\) where \(s_i \in X\). A subset \(Y \subseteq X\) is said to satisfy a formula \(\theta\) iff the truth assignment which assigns \text{true} only to the elements of \(Y\) assigns \text{true} also to \(\theta\). In the example, the set \(\{s_1, s_3\}\) satisfies \(\theta\); but this set is not unique.

Alternating automata [CKS81] combine existential choice of nondeterministic finite automata (i.e. disjunction) with the universal choice (i.e. conjunction) of \(\forall\)-automata [MP87] (where a run of the automaton says that from a state the automaton must move to all the next states given by the transition function, making a copy of itself for each next state). For example the transition \(\rho(s, a) = \{s_1, s_2, s_3\}\) of a NFA (which takes a state \(s\) and a symbol \(a\) and returns a set of states to which the automaton can move by reading the symbol \(a\) in the state \(s\)) can be equivalently viewed as
the Boolean formula $\theta = s_1 \lor s_2 \lor s_3$. For a \( \forall \)-automaton the same transition is encoded by the $\theta = s_1 \land s_2 \land s_3$.

An alternating B"uchi automaton [MSS88] is a tuple $A = (S, \Sigma, s_0, \rho, F)$, where $S$ is a finite nonempty set of states, $\Sigma$ is a finite nonempty alphabet, $s_0 \in S$ is the initial state, and $F \subseteq S$ is the set of accepting states. The automaton can move from one state when it reads a symbol from $\Sigma$ according to the transition function $\rho : S \times \Sigma \rightarrow B^+(S)$. For example $\rho(s_0, a) = (s_1 \lor s_2) \land (s_3 \lor s_4)$ means that the automaton moves from $s_0$ when reading $a$ to state $s_1$ or $s_2$ and at the same time to state $s_3$ or $s_4$. Intuitively the automaton chooses for each transition $\rho(s, a) = \theta$ one set $S' \in S$ which satisfies $\theta$ and spawns a copy of itself for each state $s_i \in S'$ which should test the acceptance of the remaining word from that state $s_i$.

Because the alternating automaton moves to all the states of a (non-deterministically chosen) satisfying set of $\theta$, a run of the automaton is a tree of states. Formally, a run of the alternating automaton on an input word $\alpha = a_0, a_1, \ldots$ is an $S$-labeled tree $(T, \mathcal{V})$ (i.e. the nodes of the tree are labeled by state names of the automaton) such that $\mathcal{V}(\varepsilon) = s_0$ and the following hold:

for a node $x$ with $|x| = i$ s.t. $\mathcal{V}(x) = s$ and $\rho(s, a_i) = \theta$ then $x$ has $k$ children $\{x_1, \ldots, x_k\}$ which is the number of states in the chosen satisfying set of states of $\theta$, say $\{s_1, \ldots, s_k\}$, and the children are labeled by the states in the satisfying set; i.e. $\mathcal{V}(x_1) = s_1, \ldots, \mathcal{V}(x_k) = s_k$.

For example, if $\rho(s_0, a) = (s_1 \lor s_2) \land (s_3 \lor s_4)$ then the nodes of the run tree at the first level have one label among $s_1$ or $s_2$ and one label among $s_3$ or $s_4$. When $\rho(\mathcal{V}(x), a) = \text{true}$, then $x$ need not have any children; i.e. the branch reaching $x$ is finite and ends in $x$. A run tree of an alternating B"uchi automaton is accepting if every infinite branch of the tree includes infinitely many nodes labeled by accepting states of $F$. Note that the run tree may also have finite branches in the cases when the transition function returns true.

Complementation of alternating automata is straightforward. It involves constructing a dual of a Boolean formula $\theta$ of $B^+(S)$. The dual $\overline{\theta}$ is obtained from $\theta$ by switching $\lor$ and $\land$, and by switching true and false. For an automaton $A = (S, \Sigma, s_0, \rho, F)$ we define the negated automaton $\overline{A} = (S, \Sigma, s_0, \overline{\rho}, F)$ where $\overline{\rho}(s, a) = \rho(s, a)$. The language accepted by $\overline{A}$ is the complement of the language accepted by $A$ [CKS81].

**Fischer-Ladner closure for \( \mathcal{CL} \):** For constructing the alternating automaton for a \( \mathcal{CL} \) expression we need the Fischer-Ladner closure [FL77] for our \( \mathcal{CL} \) logic. We follow the presentation in [HKT00] and use similar terminology. We define a function $FL : \mathcal{CL} \rightarrow 2^{2^{\mathcal{CL}}}$ which for each expression $C$ of the logic $\mathcal{CL}$ returns the set of its subexpressions. $FL$ was introduced for process logics in order to deal with the compound actions. For avoiding circularity in the definition of $FL$ an auxiliary function is needed.
A can build an alternating Büchi automaton.

Proof: Take an expression \( A \) automaton of \( \mathcal{CL} \) consists of the finite set of concurrent actions; that is basic actions \( a, b, \ldots \) and actions composed only by using the concurrent composition operator, like \( a \& b \). Therefore the automaton accepts traces as defined in Section 3. The set of final states \( F = FL(C) \cup \overline{FL(C)} \) contains the subexpressions of the start expression \( C \) and their negations. Note that in \( \mathcal{CL} \) the negation \( \neg C \) is \( C \Rightarrow \perp \) which is \( [C]' \perp \), thus \( \forall C \in FL(C) \) then \( [C]' \perp \in \overline{FL(C)} \). The initial state \( s_0 \) is the expression \( C \) itself. The set of final states \( F \) contains all the expressions of the type \( [\beta^*]C \).

The transition function \( \rho : S \times A^\perp_B \rightarrow B^+ \) is defined in Table 4 and is based on the dualizing construction we have seen before, only that the dual...
\begin{align*}
\rho(\bot, \gamma) & \triangleq \text{false} \quad \rho(\top, \gamma) \triangleq \text{true} \quad \rho(P(\alpha), \gamma) \triangleq \text{true} \\
\rho(C_1 \land C_2, \gamma) & \triangleq \rho(C_1, \gamma) \land \rho(C_2, \gamma) \quad \rho(C_1 \lor C_2, \gamma) \triangleq \rho(C_1, \gamma) \lor \rho(C_2, \gamma) \\
\rho(C_1 \lor C_2, \gamma) & \triangleq (\rho(C_1, \gamma) \land \rho(C_2, \gamma)) \lor (\rho(C_1, \gamma) \lor \rho(C_2, \gamma)) \\
\rho(O_C(\alpha_k), \gamma) & \triangleq \text{if } \alpha_k \subseteq \gamma \text{ then } \text{true} \text{ else } C \\
\rho(O_C(\alpha \cdot \alpha'), \gamma) & \triangleq \rho(O_C(\alpha), \gamma) \land \rho(\alpha | O_C(\alpha'), \gamma) \\
\rho(O_C(\alpha \lor \alpha'), \gamma) & \triangleq \rho(O_\bot(\alpha), \gamma) \lor \rho(O_\bot(\alpha'), \gamma) \lor C \\
\rho(F_C(\alpha_k), \gamma) & \triangleq \text{if } \alpha_k \not\subseteq \gamma \text{ then } \text{true} \text{ else } C \\
\rho(F_C(\alpha \cdot \alpha'), \gamma) & \triangleq \rho(F_\bot(\alpha), \gamma) \lor F_C(\alpha') \\
\rho(F_C(\alpha \lor \alpha'), \gamma) & \triangleq \rho(F_C(\alpha), \gamma) \land \rho(F_C(\alpha'), \gamma) \\
\rho([\alpha_k]C, \gamma) & \triangleq \text{if } \alpha_k \subseteq \gamma \text{ then } \text{true} \text{ else } C \\
\rho([\beta; \beta']C, \gamma) & \triangleq \rho([\beta']C, \gamma) \\
\rho([\beta \lor \beta']C, \gamma) & \triangleq \rho([\beta]C, \gamma) \land \rho([\beta']C, \gamma) \\
\rho([\beta]C, \gamma) & \triangleq \rho(C, \gamma) \land \rho([\beta]C, \gamma) \\
\rho([\beta]'C, \gamma) & \triangleq \rho(C, \gamma) \lor \rho([\beta]'C, \gamma) \\
\rho(\neg C, \gamma) & \triangleq \text{true} \\
\rho((C_1, \gamma) \lor \rho(C_2, \gamma)) & \triangleq (\rho(C_1, \gamma) \lor \rho(C_2, \gamma)) \\
\rho(C_1 \land C_2, \gamma) & \triangleq \rho(C_1, \gamma) \land \rho(C_2, \gamma) \\
\rho(C_1 \lor C_2, \gamma) & \triangleq (\rho(C_1, \gamma) \land \rho(C_2, \gamma)) \lor (\rho(C_1, \gamma) \lor \rho(C_2, \gamma)) \\
\rho(O_C(\alpha_k), \gamma) & \triangleq \text{if } \alpha_k \subseteq \gamma \text{ then } \text{true} \text{ else } C \\
\rho(O_C(\alpha \cdot \alpha'), \gamma) & \triangleq \rho(O_C(\alpha), \gamma) \land \rho(\alpha | O_C(\alpha'), \gamma) \\
\rho(O_C(\alpha \lor \alpha'), \gamma) & \triangleq \rho(O_\bot(\alpha), \gamma) \lor \rho(O_\bot(\alpha'), \gamma) \lor C \\
\rho(F_C(\alpha_k), \gamma) & \triangleq \text{if } \alpha_k \not\subseteq \gamma \text{ then } \text{true} \text{ else } C \\
\rho(F_C(\alpha \cdot \alpha'), \gamma) & \triangleq \rho(F_\bot(\alpha), \gamma) \lor F_C(\alpha') \\
\rho(F_C(\alpha \lor \alpha'), \gamma) & \triangleq \rho(F_C(\alpha), \gamma) \land \rho(F_C(\alpha'), \gamma) \\
\rho([\alpha_k]C, \gamma) & \triangleq \text{if } \alpha_k \subseteq \gamma \text{ then } \text{true} \text{ else } C \\
\rho([\beta; \beta']C, \gamma) & \triangleq \rho([\beta']C, \gamma) \\
\rho([\beta \lor \beta']C, \gamma) & \triangleq \rho([\beta]C, \gamma) \land \rho([\beta']C, \gamma) \\
\rho([\beta]C, \gamma) & \triangleq \rho(C, \gamma) \land \rho([\beta]C, \gamma) \\
\rho([\beta]'C, \gamma) & \triangleq \rho(C, \gamma) \lor \rho([\beta]'C, \gamma) \\
\rho(\neg C, \gamma) & \triangleq \text{true} \\
\rho((C_1, \gamma) \lor \rho(C_2, \gamma)) & \triangleq (\rho(C_1, \gamma) \lor \rho(C_2, \gamma)) \\
\rho(C_1 \land C_2, \gamma) & \triangleq \rho(C_1, \gamma) \land \rho(C_2, \gamma) \\
\rho(C_1 \lor C_2, \gamma) & \triangleq (\rho(C_1, \gamma) \land \rho(C_2, \gamma)) \lor (\rho(C_1, \gamma) \lor \rho(C_2, \gamma))
\end{align*}

Table 4: Transition Function of Alternating Büchi Automaton

of a state \( \overline{c} \) is the state \([c'] \bot \) containing the negation of the expression. It is easy to see that if a run tree has an infinite path then this path goes infinitely often through a state of the form \([\beta^*]C\), thus explaining the \( F \) set. By looking at the definition of \( \rho \) we see that the expression \([\beta^*]C\) is the only expression which requires repeated evaluation of itself at a later point in the run. This causes the infinite unwinding in the run tree.

The rest of the proof shows the correctness of the automaton construction.

**Soundness:** given an accepting run tree \((T, V)\) of \( A^N(C) \) over a trace \( \sigma \) we prove that \( \forall x \in T \text{ a node of the run tree with depth } |x| = i, \ i \geq 0, \text{ labeled by } V(x) = C_x \text{ a state of the automaton represented by a subexpression } C_x \in FL(C) \), it is the case that \( \sigma(i..) \models C_x \). Thus we have as a special case that also \( \sigma(0..) \models V(\epsilon) = C \), which means that if the automaton \( A^N(C) \) accepts a trace \( \sigma \) then the trace respects the initial contract \( C \). We use induction on the structure of the expression \( C_x \).

**Completeness:** given a trace \( \sigma \) s.t. \( \sigma \models C \) we prove that the constructed automaton \( A^N(C) \) accepts \( \sigma \) (i.e. there exists an accepting run tree \((T, V)\) over the trace \( \sigma \)).

**Example 1.1 as alternating automata:** We shall now briefly show how for the \( CL \) expression \( C = [\epsilon]O_{\bot}(p, d \& n) \) of page 9 we construct an alternating automaton which accepts all the traces (like the ones we have
seen on page 13) that satisfy \( C \) and none others. The Fischer-Ladner closure of \( C \) generates the following set of subexpressions:

\[
FL(C) = \{ C, O_{\bot}(p \cdot p)(p + d \& n), O_{\bot}(p), \bot, O_{\bot}(d \& n), O_{\bot}(p \cdot p), [p]O_{\bot}(p) \}
\]

The set \( \mathcal{A}_P^k \) of concurrent actions is the set \( \{ e, p, n, d \}^k \) of basic actions closed under the constructor \( \& \). The alternating automaton is:

\[
A^N(C) = (FL(C) \cup \overline{FL(C)}, \{ e, p, n, d \}^k, C, \rho, \emptyset)
\]

Note that there is no expression of the form \([\beta^*]C\) in \( FL \) because we have no recursion in our original contract clause from Example 1.1, therefore the set of final states is empty. This means that the automaton is accepting all run trees which end in a state where the transition function returns \( \text{true} \) on the input symbol.\(^4\)

The transition function \( \rho \) is defined in Table below where \( C_1 = O_{\bot}(p \cdot p)(p + d \& n) \):

<table>
<thead>
<tr>
<th>( \rho(\text{state, action}) )</th>
<th>( e )</th>
<th>( p )</th>
<th>( d )</th>
<th>( e &amp; d )</th>
<th>( e &amp; p )</th>
<th>( d &amp; n )</th>
<th>( e &amp; d &amp; n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C )</td>
<td>( C_1 )</td>
<td>\text{true}</td>
<td>\text{true}</td>
<td>( C_1 )</td>
<td>( C_1 )</td>
<td>\text{true}</td>
<td>( C_1 )</td>
</tr>
<tr>
<td>( C_1 )</td>
<td>( O_{\bot}(p \cdot p) )</td>
<td>\text{true}</td>
<td>( O_{\bot}(p \cdot p) )</td>
<td>( O_{\bot}(p \cdot p) )</td>
<td>\text{true}</td>
<td>\text{true}</td>
<td>\text{true}</td>
</tr>
<tr>
<td>( O_{\bot}(p) )</td>
<td>\bot</td>
<td>\text{true}</td>
<td>\bot</td>
<td>\bot</td>
<td>\bot</td>
<td>\text{true}</td>
<td>\text{true}</td>
</tr>
<tr>
<td>( O_{\bot}(d &amp; n) )</td>
<td>\bot</td>
<td>\bot</td>
<td>\bot</td>
<td>\bot</td>
<td>\bot</td>
<td>\text{true}</td>
<td>\text{true}</td>
</tr>
<tr>
<td>( O_{\bot}(p \cdot p) )</td>
<td>\bot</td>
<td>( O_{\bot}(p) )</td>
<td>\bot</td>
<td>\bot</td>
<td>( O_{\bot}(p) )</td>
<td>\bot</td>
<td>\bot</td>
</tr>
<tr>
<td>( [p]O_{\bot}(p) )</td>
<td>\text{true}</td>
<td>( O_{\bot}(p) )</td>
<td>\text{true}</td>
<td>\text{true}</td>
<td>( O_{\bot}(p) )</td>
<td>\text{true}</td>
<td>\text{true}</td>
</tr>
</tbody>
</table>

Computing the values in the table above is easy; e.g.:

\[
\rho(C_1, e) = \rho(O_{\bot}(p), e) \lor \rho(O_{\bot}(d \& n), e) \lor O_{\bot}(p \cdot p)
\]

Because from the state \( \bot \) nothing can be accepted (as it generates only \text{false} \) we have written in the table only \( O_{\bot}(p \cdot p) \). There are \( 2^4 \) labels in the alphabet of \( A^N(C) \) and we have exemplified only some of the more interesting ones. Moreover, none of the states from \( \overline{FL} \) (i.e. \( [C_1?] \bot \), the complemented expressions) are reachable nor do they contribute to the computation of any transition to a reachable state (like e.g. \( O_{\bot}(d \& n) \) contributes to the computation of \( \rho(C_1, e) \)), so we have not included them in the table. The line for state \( \bot \) is omitted as it generates only \text{false}.

In Figure 1 we picture all the reachable states of the automaton \( A^N(C) \). For brevity, we have not represented all the transitions; e.g. from state \( C \) to state \( C_1 \) there should be a transition for each label which includes \( e \) (like \( e \& d, e \& p \), or \( e \& d \& n \)).

---

\(^4\)Note that for this particular example we do not see the power of alternating automata. More, the alternating Büchi automata behaves like a NFA.
4 MONITORING CL SPECIFICATIONS OF CONTRACTS

\[ C = [e]O_{\perp}(p \cdot p)(p + d n) \]

Figure 1: Sketch of the alternating automaton for the expression \( C = [e]O_{\perp}(p \cdot p)(p + d n) \).

For example, the automaton accepts the trace \( e, e \& d, p, p \), because starting from the state \( C \), the state \( C_1 \) is reached after \( e \), then the state labelled \( O_{\perp}(p \cdot p) \) after \( e \& d \), then \( O_{\perp}(p) \) after \( p \). From this state, the transition function results in \text{true} on the symbol \( p \), and the automaton accepts the trace.

Conversely, the automaton rejects the trace \( e, e \& d, p, e \& d \), since, from the state labelled \( O_{\perp}(p) \) the state labelled \( \perp \) is reached while reading \( e \& d \). From then on the transition function will never result in \text{true} and the Büchi acceptance set is empty, which means that any infinite extension of the run tree will also not accept.

4.2 Constructing the monitor

We use the method of [BLS06] and we consequently use a 3-valued semantics approach to run-time monitoring. The monitor will generate a sequence of observations, denoted \([\sigma \models C]\), for a finite trace \( \sigma \) by:

\[
[\sigma \models C] = \begin{cases} 
  \text{tt} & \text{if } \forall \sigma' \in \Sigma^\omega : \sigma\sigma' \models C \\
  \text{ff} & \text{if } \forall \sigma' \in \Sigma^\omega : \sigma\sigma' \not\models C \\
  ? & \text{otherwise}
\end{cases}
\]

The method of [BLS06] uses the \( \text{NBA}(C) \) together with the automaton for the negated expression \( \text{NBA}(\neg C) \), and returns a Moore machine associated with an expression \( C \) which for each state it outputs a symbol of \( \{\text{tt, ff, ?}\} \) if what it has seen until that state respectively respects the expression \( C \), violates \( C \), or it don’t know yet.

We can obtain a nondeterministic Büchi automaton \( \text{NBA}(C) \) from our alternating automaton \( A^N(C) \) s.t. both automata accept the same trace language. The method is standard [Var95] and it constructs an automaton exponentially larger than the input automaton \( A^N(C) \), therefore \( \text{NBA}(C) \) is exponential in the size of the expression.
The method of [BLS06] is the following: take the NBA(\(C\)) for which we know that \(\sigma \models C\) if there exists a state reachable by reading \(\sigma\) and from where the language accepted by NBA(\(C\)) is not empty. Similarly for \(\sigma \models \neg C\) when taking the complement of NBA(\(C\)) (or equivalently we can take the NBA(\(\neg C\)) of the negated formula which is \(\neg [C] \perp\)). Construct a function \(F : S \rightarrow \{\top, \perp\}\) which for each state \(s\) of the NBA(\(C\)) returns \(\top\) iff \(L(\text{NBA}(C), s) \neq \emptyset\) (i.e. the language accepted by NBA(\(C\)) from state \(s\) is not empty), and \(\perp\) otherwise. Using \(F\) one can construct a nondeterministic finite automaton NFA(\(C\)) accepting finite traces s.t. \(\sigma \in L(\text{NFA}(C))\) iff \(\sigma \models C\) \(\neq \perp\). This is the same NBA only that the set of final states contains all the states mapped by \(F\) to \(\top\). Similarly construct a NFA(\(\neg C\)) from NBA(\(\neg C\)).

One uses classical techniques to determinize the two NFAs. Using the two obtained DFAs one constructs the monitor as a finite state machine which at each state outputs \{tt, ff, ?\} if the input read until that state respectively satisfies the contract clause \(C\), violates it, or it cannot be decided. The monitor is the product of the two DFA(\(C\)) and DFA(\(\neg C\)).

The method of [BLS06] omits one important requirement that we need for monitoring electronic contracts. We need that the monitor can read (and move to a new state) each possible action from the input alphabet. When doing the product of the two DFAs, if one of them does not have a transition for one of the symbols then this is lost for the monitor too. The solution is simple; we add to each DFA a dummy state which is not accepting and which collects all the missing transitions (with the missing labels).

The whole method is proven correct; i.e. \([\sigma \models C] = \lambda(\rho(s_0, \sigma))\) the semantics of \(C\) on the finite trace \(\sigma\) \(\models [C]\) is exactly the output of the Moore machine \(\lambda : S \rightarrow \{\text{tt, ff, ?}\}\) is the output function) from the state reached by reading \(\sigma\) from the starting state \(s_0\). The monitor generated is proven to have size double-exponential in the size of the expression; one exponent coming from the Büchi automaton and the other from determinizing the NBAs [BLS06]. It is known that minimization techniques give good results for such problems and on-the-fly generation of the state space and of the transition relation make the automata manageable. For \(\mathcal{CL}\) we get the same size of the final monitor even if we go in the beginning through alternating automata.

**Example 1.1 as run-time monitor**: Consider the alternating automaton \(A^N(\mathcal{C})\) constructed before. The resulting monitor for this automaton is sketched in Fig. 2. Consider the traces showed on page 13 for the expression \(\mathcal{C}\): for a respecting trace \(e, p\) the monitor outputs ?, tt; for the rejecting trace \(e, e, e\) the monitor outputs ?, ?, ?, ff.
5 Conclusion

The work reported here may be viewed from different angles. On one hand we use alternating automata which has recently gained popularity [Var97, KVW00] in the temporal logics community. We apply these to a rather unconventional logic $CL$ [PS07b], a process logic (PDL [FL77]) extended with deontic logic modalities [Wri51]. On another hand we presented the formal language $CL$ with a trace semantics, and showed how we specify electronic contracts using it. Though $CL$ has been originally designed as a language for specifying electronic contracts in the context of service-oriented architectures, it has been argued that its use may be extremely useful in component-based development systems [OSS07]. Due to the contrary-to-duties and contrary-to-prohibitions, $CL$ is also suitable to specify properties, and reason about, fault-tolerant systems, similar to what is presented in [CM].

From a practical point of view we presented here a first fully automated method of extracting a run-time monitor for a contract formally specified using the $CL$ logic.

Note that our main objective is not to enforce a contract, but only to monitor it, that is to observe that the contract is indeed satisfied. In our opinion monitoring contracts is more reasonable than enforcing them, since in our contract such agreements are supposed to be written between different parties who have already agreed on their content. In other words, a contract must also contain what are the actions to be performed in case of violation of certain clauses.

The trace semantics presented in this paper is intended for monitoring purposes, and not to explain the language $CL$. Thus, from the trace seman-
tics point of view \( [\alpha_\&]C \) is equivalent to \( FC(\alpha_\&) \), we need such a distinction since this is not the case in \( CL \) (see \( CL \) branching semantics [PS08]). Another particular issue concerns the \( \oplus \) operator which needs some additional explanation. Our trace semantics interprets it as an exclusive or, but when combined with obligations we might get some counter-intuitive specifications. For instance, according to the trace semantics there is no model for \( O(a) \oplus O(a) \) though one may expect to get \( O(a) \) instead under an interpretation of \( \oplus \) as a *choice* operator. Moreover, the trace semantics will exclude traces starting with \( a \& b \) and those starting with \( a, a \) and \( b, b \) for the \( CL \) expression \( \sigma \models O(b)(a) \oplus O(a)(b) \).

**Related work:** For run-time verification our use of alternating automata on infinite traces of actions is a rather new approach. This is combined with the method of [BLS06] that uses a three value (i.e. *true*, *false*, *inconclusive*) semantics view for run-time monitoring of LTL specifications. We know of the following two works that use alternating automata for run-time monitoring: in [FS04] LTL on infinite traces is used for specifications and alternating Büchi automata are constructed for LTL to recognize *finite* traces. The paper presents several algorithms which work on alternating automata to check for word inclusion. In [SB06] LTL has semantics on *finite* traces and nondeterministic alternating finite automata are used to recognize these traces. A determinization algorithm for alternating automata is given which can be extended to our alternating Büchi automata.

We have taken the approach of giving semantics to \( CL \) on *infinite* traces of actions which is more close to [FS04] but we want a deterministic finite state machine which at each state checks the finite input trace and outputs an answer telling if the contract has been violated. For this reason we found the method of [BLS06] most appealing. On the other hand a close look at the semantics of \( CL \) from Section 3 reveals the nice feature of this semantics which behaves the same for finite traces as for infinite traces. This coupled with the definition of alternating automata from Section 4.1 which accepts both infinite and finite traces gives the opportunity to investigate the use of alternating finite automata from [SB06] on the finite trace semantics. This may generate a monitor which is only single-exponential in size.
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A Proofs

The semantics of Section 3 is defined s.t. it captures some intuitive properties one finds in legal contracts; we list them in Proposition A.1. We say that a formula $C$ is valid and denote it by $\models C$ iff $\forall \sigma, \sigma \models C$. A formula is not valid, denoted $\not\models C$ iff $\exists \sigma$ s.t. $\not\models C$.

\[
O_C(a) \land O_C(b) \iff O_C(a \& b) \quad (1) \quad F(a) \\
\not\models O(a + b) \Rightarrow O(a \& b) \quad (3) \quad F(a + b) \iff I \\
\not\models O(a + b) \Rightarrow O(a) \quad (5) \quad F(a \& b) \iff F(a)
\]

**Proposition A.1 (properties on traces)**

\[
[\alpha \&]C \Rightarrow [\alpha \& \alpha_C']C \quad (8) \quad [\beta]C_1 \land [\beta']C_2 \Rightarrow [\beta_C]C
\]

**Proof:** The proofs of these properties is routine. The method is the classical one for validity of implication where we need to look at all and only the models which satisfy the formula on the left of the implication and make sure that they satisfy also the formula on the right.

For property (1): We must prove two implications. We deal first with the $\Rightarrow$ one. Take a trajectory $\sigma$ s.t. it satisfies the formula on the left, i.e. $\sigma \models O_C(a)$ and $\sigma \models O_C(b)$. We are in the simple case when we consider basic actions $a$ and $b$. We look at the semantics of obligation. If it is the case that $\sigma(1.) \models C$ than it is clear that $\sigma \models O(a \& b)$. Otherwise we have the case when both $\sigma(0) \supseteq a$ and $\sigma(0) \supseteq b$. It implies that $\sigma(0) \supseteq a \& b$ which means that $\sigma \models O(a \& b)$. The second implication $\Leftarrow$ is simpler and uses the same judgement.

Properties (2), (4), or (6) are similar.

For property (3) we need to give a counterexample. Clearly a trace starting with $\sigma(0) = a$ satisfies $O(a + b)$ but does not satisfy $O(a \& b)$. We find similar counterexamples for properties like (5) or (7).

For properties (8) and (9) we again need to show that for all $\sigma$ which respect the formula on the left of the arrow they also respect the formula on the right.

One may ponder upon some of the definitions of $FL$ and thus of the transition function of the alternating automaton like e.g. $FL(O_C(\alpha \cdot \alpha'))$ and related $\rho(O_C(\alpha \cdot \alpha'), \gamma) = \rho(O_C(\alpha), \gamma) \land O_C(\alpha')$. By looking at the semantics one would choose the transition $\rho([\alpha]O_C(\alpha'), \gamma)$ instead of just $O_C(\alpha')$, and similar for $FL$. Note that this is not needed, as it is guaranteed by the conjunction and the obligation in $\rho(O_C(\alpha), \gamma)$ that $\alpha$ is to be executed and therefore the box $[\alpha]$ becomes superfluous.

The following result gives the dimension (i.e. cardinality) of the Fischer-Ladner closure $FL(\cdot)$ in terms of the dimension of a formula. It proves to be also linear as in the case of propositional dynamic logic. Naturally, the dimension of a formula (denoted $|C|$) is the number of symbols it contains; e.g. for an action $|a + b| = 3$ where $a, b \in A_B$, and for a formula $|O_C(\alpha)| = |\alpha| + |C|$. We use the same notation for the dimension of the closure $|FL(C)|$. 
Theorem A.2 (the dimension of the Fischer-Ladner closure)

1. For any formula $\mathcal{C}$ is the case that $|FL(\mathcal{C})| \leq |\mathcal{C}|$.
2. For any formula $[\beta]\mathcal{C}$ is the case that $|FL^\square([\beta]\mathcal{C})| \leq |\beta|$.

**Proof:** The proof is by using simultaneous induction on the structure of the formula. The proof of 2 is the same as in PDL [HKT00]. For the proof of 1 we need to deal with the special constructions that $\mathcal{CL}$ introduces. We will not treat the Boolean operators $\land$, $\lor$, or $\oplus$.

The basic case for $\top$ and $\bot$ is clear:

$|FL(\top)| = 1 = |\top|$

$|FL(\bot)| = 1 = |\bot|$

From [HKT00] we have:

$|FL([\beta]\mathcal{C})| \leq |FL^\square([\beta]\mathcal{C})| + |FL(\mathcal{C})|
\leq |\beta| + |\mathcal{C}|$ by induction hypothesis 1 and 2
$= |[\beta]\mathcal{C}|.$

The proof for the other $\mathcal{CL}$ constructs is particular to our logic but it is similar to what is done for PDL in [HKT00].

$|FL(O\mathcal{C}(\alpha_{\&}))| \leq 1 + |FL(\mathcal{C})|
\leq 1 + |\mathcal{C}|$ by induction hypothesis 1
$= |\alpha_{\&}| + |\mathcal{C}| = |O\mathcal{C}(\alpha_{\&})|.$
\[ |FL(O_C(\alpha \cdot \alpha'))| \leq 1 + |FL(O_C(\alpha'))| \]
\[ = |O_C(\alpha \cdot \alpha')|. \]

Note that the reparation \(C\) is considered only once as when making the union of \(FL(O_C(\alpha)) \cup FL(O_C(\alpha'))\) the elements of \(FL(C)\) will appear only once. In general the subformulas of the reparation \(C\) will appear only once no matter how we have to decompose the obligations.

\[ |FL(O_C(\alpha + \alpha'))| \leq 1 + |FL(O_{\perp}(\alpha))| + |FL(O_{\perp}(\alpha'))| + |FL(C)| \]
\[ = |O_C(\alpha + \alpha')|. \]

We give here the full proof of the correctness of the automaton construction from Theorem 4.1. Recall that the theorem says: Given a CL formula \(C\), one can build an alternating Büchi automaton \(A^N(C)\) which will accept all and only the traces \(\sigma\) respecting the contract formula.

**Proof:** Take a formula \(C\) of CL, we construct the alternating Büchi automaton \(A^N(C) = (S, \Sigma, s_0, \rho, F)\) as in Theorem 4.1. Recall the transition function \(\rho\):

- \(\rho(\top, \gamma) = \text{true}\)
- \(\rho(\bot, \gamma) = \text{false}\)
- \(\rho(P(\alpha), \gamma) = \text{true}\)
- \(\rho(C_1 \land C_2, \gamma) = \rho(C_1, \gamma) \land \rho(C_2, \gamma)\)
- \(\rho(C_1 \lor C_2, \gamma) = \rho(C_1, \gamma) \lor \rho(C_2, \gamma)\)
- \(\rho(C_1 \oplus C_2, \gamma) = (\rho(C_1, \gamma) \land \overline{\rho(C_2, \gamma)}) \lor (\overline{\rho(C_1, \gamma)} \land \rho(C_2, \gamma))\)
- \(\rho(O_C(\alpha \&), \gamma) = \text{true} \quad \text{if} \ \alpha \& \subseteq \gamma\)
• $\rho(O_C(\alpha & \gamma), \gamma) = C$ if $\alpha \notin \gamma$
• $\rho(O_C(\alpha \cdot \alpha'), \gamma) = \rho(O_C(\alpha), \gamma) \land O_C(\alpha')$
• $\rho(O_C(\alpha + \alpha'), \gamma) = \rho(O_{\bot}(\alpha), \gamma) \lor \rho(O_{\bot}(\alpha'), \gamma) \lor C$
• $\rho(F_C(\alpha \& \gamma), \gamma) = \text{true}$ if $\alpha \notin \gamma$
• $\rho(F_C(\alpha \& \gamma), \gamma) = C$ if $\alpha \subseteq \gamma$
• $\rho(F_C(\alpha \cdot \alpha'), \gamma) = \rho(F_C(\alpha), \gamma) \lor F_C(\alpha')$
• $\rho(F_C(\alpha + \alpha'), \gamma) = \rho(F_C(\alpha), \gamma) \land \rho(F_C(\alpha'), \gamma)$
• $\rho([\alpha \& \gamma]C, \gamma) = C$ if $\alpha \subseteq \gamma$
• $\rho([\alpha \& \gamma]C, \gamma) = \text{true}$ if $\alpha \notin \gamma$
• $\rho([\beta \cdot \beta']C, \gamma) = \rho([\beta][\beta']C, \gamma)$
• $\rho([\beta + \beta']C, \gamma) = \rho([\beta]C, \gamma) \land \rho([\beta']C, \gamma)$
• $\rho([\beta \cdot \gamma]C, \gamma) = \rho(C, \gamma) \land \rho([\beta]\gamma]C, \gamma)$
• $\rho([\beta \cdot \gamma]C, \gamma) = \rho(C, \gamma) \land \rho([\beta]\gamma]C, \gamma)$

We complete here the proof for the correctness of the automaton construction we have given.

**Soundness:** Given an accepting run tree $(T, V)$ of $A^N(C)$ over a trace $\sigma$ we prove that $\forall x \in T$ a node of the run tree with depth $|x| = i$, $i \geq 0$, labeled by $\gamma(x) = C_x$ a state of the automaton represented by a formula $C_x \in FL(C)$, it is the case that $\sigma(i..) \models C_x$. This implies that also $\sigma(0..) \models V(\varepsilon) = C$, which means that if the automaton $A^N(C)$ accepts a trace $\sigma$ then the trace respects the initial contract $C$.

We use induction on the structure of the formula $C_x$. A formula $C'$ is said to be a subformula of $C_x$ iff $C' \in FL(C_x)$. The induction method says that we have to prove the property (i.e. the soundness property) for the formula $C_x$ by having as hypothesis that the property holds for all subformulas of $C$.

For the truth formula $\top$ it is trivial as $\top$ is respected by any trace and thus by $\sigma(i..)$. For the other nonrecursive formulas the proof is simple by looking at the definition of the respecting relation $\models$ between traces and formulas, and at the construction of the transition relation $\rho$ of the automaton. We take a case for each formula construction:

1. if $C_x = C' \land C''$ and we are at depth $|x| = i$ it means that the transition relation is $\rho(C' \land C'', \sigma(i)) = \rho(C', \sigma(i)) \land \rho(C'', \sigma(i))$. We should understand the transition relation as follows: because we are in an accepting run tree on $\sigma$ it means that the automaton from state $C' \land C''$ accepts
\[ \sigma(i) \text{ iff the automaton accepts } \sigma(i) \text{ from both states } C' \text{ and } C''. \] We can apply the induction hypothesis on the subformulas \( C' \) and \( C'' \) because we know now that there is an accepting run from states \( C' \) and \( C'' \) on the remaining trace \( \sigma(\ldots) \). This means that we get both \( \sigma(\ldots) \models C' \) and \( \sigma(\ldots) \models C'' \) which by the semantics it means that \( \sigma(\ldots) \models C' \land C'' \); i.e. the conclusion.

2. for \( C_x = C' \lor C'' \) proof is similar as for \( \land \).

3. if \( C_x = C' \oplus C'' \) the proof follows the same arguments as before. Consider we are at depth \( |x| = i \) it means that the transition relation is \( \rho(C' \oplus C'', \sigma(i)) = (\rho(C', \sigma(i)) \land \rho(C'', \sigma(i))) \lor (\rho(C', \sigma(i)) \land \rho(C'', \sigma(i))) \). The intuition for the transition relation is clear by now; if we know that the automaton accepts \( \sigma(i) \) from state \( C' \oplus C'' \) then we know that the automaton accepts \( \sigma(i) \) from state \( C' \) but it does not accept \( \sigma(i) \) from state \( C'' \) (or the other disjunction branch). By inductive reasoning we are ensured that \( C' \) holds in \( \sigma \) from point \( i \) on, and we are ensured that \( C'' \) fails from this point on. By the semantics of \( \oplus \), we get that \( \sigma(\ldots) \models C' \oplus C'' \). We make the same reasoning for the other disjunction choice.

4. if \( C_x = O_{C' \cdot C''} \) and we are at depth \( |x| = i \) it means that the transition relation can be of two kinds: first \( \rho(O_{C' \cdot C''}, \sigma(i)) = \text{true} \) which, because the run is accepting, it means that \( \alpha_{C'} \subseteq \sigma(i) \) or \( \alpha_{C''} = \sigma(i) \) which from the definition of the respecting relation we conclude that \( \sigma(\ldots) \models O_{C'}(\alpha_{C'}) \). The transition relation can also be \( \rho(O_{C' \cdot C''}, \sigma(i)) = C' \) which because the run is accepting and from the induction hypothesis we conclude that \( \sigma(i + 1 \ldots) \models C' \). By following the semantic definition we conclude that \( \sigma(\ldots) \models O_{C'}(\alpha_{C'}) \).

5. if \( C_x = O_{C' \cdot \alpha'} \) because the run is accepting the rest of the trace \( \sigma(\ldots) \), then by the transition relation it means that the automaton also accepts \( \sigma(\ldots) \) from both the state \( O_{C'}(\alpha) \) and from the state \( [\alpha]O_{C'}(\alpha') \). By the semantics we have that \( \sigma(\ldots) \models O_{C'}(\alpha \cdot \alpha') \).

6. All remaining cases are similar with the exception of the recursion formula \( [\beta^*]C \). The transition relation says that the automaton must accept \( \sigma(\ldots) \) from state \( C \) and also from the state \( [\beta][\beta^*]C \). Note that the accepting run \( (T', V) \) over \( \sigma(\ldots) \) has finite branching whenever \( \beta \nsubseteq \sigma(i) \). If \( (T', V) \) has an infinite branch than this branch contains \( [\beta^*]C \) infinitely many times. Because of this and the induction hypothesis we have that \( \sigma(\ldots) \models [\beta][\beta^*]C \) and from the transition relation and the induction hypothesis again we have that \( \sigma(\ldots) \models C \). Now from the semantics of \( [\beta^*]C \) we finish the proof \( \sigma(\ldots) \models [\beta^*]C \).
Completeness: Given a trace $\sigma$ s.t. $\sigma \models C$ we prove that the constructed automaton $A^N(C)$ accepts $\sigma$ (i.e. there exists a run tree $(T, V)$ of $A^N(C)$ over the trace $\sigma$).

The proof proceeds by constructing a run tree of $A^N(C)$ which maintains the following invariant: $\forall x \in T$ with $V(x) = C_x$ then $\sigma(\mid x\mid) \models C_x$. The run has to start in the initial state of the automaton so $V(\epsilon) = C$ and since we know from the hypothesis that $\sigma \models C$ the invariant is satisfied for $\epsilon$. It is easy to see by the semantics of $CL$ and by following the definition of $\rho$ over the composing subformulas of $C$ that the run can always proceed s.t. for a node $x$ for which the invariant holds the successor nodes all satisfy the invariant.

We give a few examples: Consider the instances of $\rho$ when it ends up in true; like $\rho(O_C(\alpha_k), \sigma(0))$ with $\alpha_k \subseteq \sigma(0)$. It is clear from the semantics that $\sigma \models O_C(\alpha_k)$ and the run tree is accepting since it goes into a true transition. For more complicated formulas like $O_C(\alpha' \cdot \alpha'')$ because of the semantics we have that $\sigma \models O_C(\alpha' \cdot \alpha'')$ implies $\sigma \models O_C(\alpha')$ and $\sigma \models [\alpha']O_C(\alpha'')$. By semantics again, the second relation gives $\sigma(1..) \models O_C(\alpha'')$. The run tree must proceed according to the $\rho$ function and thus it can advance one step into the tree by two means: either by respecting the first obligation and thus one of the successors of $\epsilon$ must be labeled by state $O_C(\alpha'')$, but this satisfies the invariant. The other is by not satisfying the obligation and thus ending up in a state labeled by the reparation $C$. □