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Abstract
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style reasoning about programs with synchrony.
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1 Introduction

*Kleene algebra* is a formalism used to represent and reason about programs. *Kleene algebra with tests* combines Kleene algebra with a Boolean algebra; it can express while programs [Koz00] and can encode the propositional Hoare logic using a Horn-style inference system. In one form or another, Kleene algebras appear in various formalisms in computer science: relation algebras, logics of programs and in particular Propositional Dynamic Logic [Pra79,Pra90], regular expressions and formal language theory [KS86].

In this paper we investigate the extension of Kleene algebra with a particular notion of concurrent actions/programs which adopts the synchrony model. *Synchrony* is a model of concurrency which was introduced in the process algebra community in R. Milner’s SCCS [Mil83] but which detaches form the general interleaving approach. On the other hand it is a concept which does not belong to the partial order model of true concurrency either [Maz88, NPW79, Pra86]; we see in Section 4.1 how synchrony as we define here compares to Mazurkiewicz traces and pomsets. The synchrony concept proves highly expressive and robust; SCCS can represent CCS (i.e. asynchrony) as a subcalculus, and a great number of synchronizing operators can be defined in terms of the basic SCCS-Meije operators [dS85]. Meije is the calculus at the basis of the Esterel synchronous programming language [BC85]; Meije and SCCS operators are interdefinable.

The motivation for adding synchrony to Kleene algebra spawns from the need to reason about actions (where Kleene algebra is the equational tool of choice in conjunction with PDL) that can be executed in a truly concurrent fashion. We do not need such a powerful concurrency model like the ones based on partial orders; on the other hand the low level interleaving model is not well suited for (abstract) reasoning. The synchrony model has appealing equational representation and thus it is easy to integrate into the Kleene algebra. Moreover, the reasoning power and expressivity that synchrony offers is enough for the applications listed below.

1.1 Applications

Two applications are presented in Sections 2.4 and 3.4. The first application successfully uses synchronous Kleene algebra in the context of deontic logic of actions (in giving the semantics of the logical expressions). The second application uses the extension of synchronous Kleene algebra with tests in the context of Hoare logic for programs with synchrony. Other applications that we envisage are for giving semantics for Java threads and for giving an extension of propositional dynamic logic (PDL) with synchrony which would be an alternative to the PDL $\cap$ [HKT00] or concurrent PDL [Pel85].

More general, wherever one uses Hoare logic to reason about programs one can use the more powerful Kleene algebra with tests which has also
tool support the KAT-ML prover [AHK06a, Koz00]. Moreover, one may safely choose the synchronous Kleene algebra with tests where in addition reasoning about concurrent executions is needed (similar to some extent to the current work of C.A.R. Hoare [Hoa07]). In these contexts (synchronous) Kleene algebra proves more powerful and more general than classical logical formalisms.

Our particular application of the work presented here (more precisely the formalism of Section 2.4) is to help in giving a direct semantics to the action-based contractSpecification language CL [PS07].

We continue this introductory section with background material.

1.2 Kleene algebra

Kleene algebra (KA) was named after S.C. Kleene who in the fifties [Kle56] studied regular expressions and finite automata. Kleene algebra formalizes axiomatically these structures. Further developments on the algebraic theory of KA were done by J.H. Conway [Con71]. For references and an introduction to Kleene algebra see the extensive work of D. Kozen [Koz79, Koz90, Koz97b]. Completeness of the axiomatization of KA was studied in [Sal66, Koz94], complexity in [CKS96], and applications to concurrency control, static analysis and compiler optimization, or pointer arithmetics in [Coh94, KP00, Koz03b, Möl97]. Some variants of KA include the notion of tests [Koz97b], and others add some form of types or discard the identity element 1 [Koz98].

**Definition 1.1** Kleene algebra is a structure (A, +, ·, *, 0, 1) where + and · are binary functional symbols (written infix), * is a unary (postfix) functional symbol, and 0, 1 are constants. The structure (A, +, 0, 1) forms an idempotent semiring (that means that (A, +, 0) is an idempotent and commutative monoid, (A, ·, 1) is a monoid with annihilator 0, and · distributes over +). We denote elements of A by α, β, γ, . . . . For an idempotent semiring the partial order ≤+ is defined as:

\[ \alpha \leq_+ \beta \triangleq \alpha + \beta = \beta; \]

we call \( \leq_+ \) the preference relation, and say that \( \beta \) is more preferable than \( \alpha \). It is easy to check that the three operators are monotone w.r.t. \( \leq_+ \) and that \( \alpha + \beta \) is the least upper bound of \( \alpha \) and \( \beta \) w.r.t. \( \leq_+ \). The additional requirements of a Kleene algebra concern the * operator (which captures the notion of repetition): the least solution w.r.t. \( \leq_+ \) to the equation \( \beta + \alpha \cdot X \leq_+ X \) must be \( \alpha^* \cdot \beta \) and dually \( \beta \cdot \alpha^* \) must be the least solution for the equation \( \beta + X \cdot \alpha \leq_+ X \).

**Notation:** We call the syntactic terms of A actions and are constructed by the grammar:
\[ \alpha ::= a \mid 0 \mid 1 \mid \alpha + \alpha \mid \alpha \cdot \alpha \mid \alpha^* \]

where \( a \in \mathcal{A}_B \) are called basic (or atomic) actions. For each finite set of constants \( \mathcal{A}_B \) consider the term algebra \( T_{KA}(\mathcal{A}_B) \) associated with the signature \( \sigma = \{+, \cdot, ^*, 0, 1, \mathcal{A}_B\} \). Thus we consider a family of algebras indexed by the finite set of basic actions \( \mathcal{A}_B \). We will be concerned only with a representant \((\mathcal{A}, +, \cdot, ^*, 0, 1, \mathcal{A}_B)\) of this family of algebras for a fixed finite set of basic actions \( \mathcal{A}_B \in \mathcal{A} \). The term algebra \( T_{KA}(\mathcal{A}_B) \) is free in the corresponding class of algebras over the generators of \( \mathcal{A}_B \cup \{0, 1\} \). We will just use \( T_{KA} \) whenever \( \mathcal{A}_B \) is understood from context. Note that \( T_{KA}(\mathcal{A}_B) \) corresponds to the set of regular expressions over the alphabet \( \mathcal{A}_B \).

**Examples of Kleene algebras:** Consider, in language theory, \( \Sigma^* \) the set of all finite words over the alphabet \( \Sigma \) [HMU00]. Over the powerset \( \mathcal{P}(\Sigma^*) \) we can define:

\[
\begin{align*}
0 & \triangleq \emptyset \\
1 & \triangleq \{\varepsilon\} \\
\alpha + \beta & \triangleq \alpha \cup \beta \\
\alpha \cdot \beta & \triangleq \{xy \mid x \in \alpha, y \in \beta\} \\
\alpha^* & \triangleq \bigcup_{n \geq 0} \alpha^n
\end{align*}
\]

where \( \alpha, \beta \in \mathcal{P}(\Sigma^*) \) are sets of words, and \( x, y \in \Sigma^* \) denote words. Moreover we have:

\[
\begin{align*}
\alpha^0 & \triangleq \{\varepsilon\} \\
\alpha^n & \triangleq \alpha \cdot \alpha^{n-1}
\end{align*}
\]

By convention when \( \alpha = \emptyset \) then \( \alpha^* = \{\varepsilon\} \). Thus \( \alpha^* \) always contains the word \( \varepsilon \) and is the concatenation of all the powers of the set \( \alpha \). This operation is called the Kleene star. Any subset of \( \mathcal{P}(\Sigma^*) \) which contains \( \emptyset \) and \( \{\varepsilon\} \) and is closed under the three operations defined above forms a Kleene algebra. Moreover, take an element of the family of algebras to contain \( \mathcal{A}_B = \{\{a\} \mid a \in \Sigma\} \); in the terminology of S.C. Kleene this is called the algebra of regular sets.

For a second example consider the set of all binary relations over a set \( X \). In this case \( \alpha, \beta \subseteq X \times X \) are relations over \( X \). Consider the following definitions:

\[
\begin{align*}
0 & \triangleq \emptyset \\
1 & \triangleq \{(x, x) \mid x \in X\} \\
\alpha + \beta & \triangleq \alpha \cup \beta \\
\alpha \cdot \beta & \triangleq \{(x, y) \mid \exists z \in X \text{ s.t. } (x, z) \in \alpha \text{ and } (z, y) \in \beta\} \\
\alpha^* & \triangleq \bigcup_{n \geq 0} \alpha^n
\end{align*}
\]

where we have:
\[
\begin{align*}
\alpha^0 & \triangleq \{(x, x) \mid x \in X\} \\
\alpha^n & \triangleq \alpha \cdot \alpha^{n-1}.
\end{align*}
\]

Note the associations of 1 with the identity relation, + with the union of relations, \( \cdot \) with the relational composition, and * with the transitive and reflexive closure of a relation. Any set of relations, which contains \( \emptyset \) and the identity relation, and is closed under the above operations over relations forms a (relational) Kleene algebra. This algebra is used in the semantics of logics of programs; like Propositional Dynamic Logic [FL77, HKT00].

As a last example consider the \( \min, + \) algebra (also called the tropical algebra) which is useful in shortest path algorithms on graphs [Koz97a]. The operations are defined over the domain \( \mathbb{R}_+ \cup \{\infty\} \). The + operation from Kleene algebra is defined as the min operation on reals giving the minimum of two elements under the natural order on \( \mathbb{R}_+ \cup \{\infty\} \) where \( \infty \) is always the greatest. The operation \( \cdot \) is interpreted as the + on \( \mathbb{R}_+ \cup \{\infty\} \). The two constants 0 and 1 are interpreted respectively as \( \infty \) and 0. The * operation is surprisingly defined as \( x^* = 0 \). The related \( \max, + \) algebra (called also the arctic semiring) is also a Kleene algebra used in proving termination of rewriting systems [KW08].

Note that for the first two example above the preference relation \( \leq_+ \) is defined to be set inclusion \( \subseteq \) where for the last example it is the reverse of the natural order on reals.

1.3 Synchrony

The notion of synchrony has different meanings in different areas of computer science. Here we take the distinction between synchrony and asynchrony as presented in the SCCS calculus of [Mil83] and later implemented in e.g. the Esterel synchronous programming language [BC85, BG92]. We understand asynchrony as when two concurrent systems execute at indeterminate relative speeds (i.e. their actions may have different noncorelated durations); whereas in the synchrony model each of the two concurrent systems execute instantaneously a single action at each time instant.

The synchrony model takes the assumption that time is discrete and that basic actions are instantaneous (i.e. take zero time and represent the time step). Moreover, at each time step, all possible actions are performed, i.e. the system is considered eager (idling is not possible). Synchrony assumes a global clock which provides the time unit for all the actors in the system. Note that for practical purposes this is a rather strong assumption which is in contrast with the popular view from process algebras [Mil95, Hoa85]. On the other hand, the experience of the Esterel implementation and use in industry contradict the general belief. Moreover, the equational framework of the synchrony model is much cleaner and more general than the asynchronous interleaving model (SCCS contains CCS as a subcalculus [Mil83]).
SCCS introduces a synchronous composition operator $\times$ over processes which is different from the classical $\parallel$ of CCS. The operational semantics of $\times$ (SCCS keeps the process algebra style of giving meaning to processes using Structural Operational Semantics) is:

$$
P \xrightarrow{a} P' \quad Q \xrightarrow{b} Q' 
\quad P \times Q \xrightarrow{ab} P' \times Q'
$$

Moreover, the set of actions $\text{Act}$ forms a commutative monoid $(\text{Act}, \times, 1)$ under $\times$ with a special idle action $1$ which is the identity element. Note that $\times$ is omitted in favor of juxtaposition when we use it for actions. Equality between processes is defined with the use of bisimulation equivalence. The quotient of the set of processes under the congruence derived from the bisimulation enjoys nice algebraic properties like the distributivity of $\times$ over $+$ (the nondeterministic choice), or the process with no action is an annihilator for the $\times$ operation.

## 2 Kleene Algebra with Synchrony

We add to the standard Kleene algebra of Section 1.2 an operator to model concurrency similar to the synchronous composition of SCCS presented in Section 1.3. We call the resulting algebra synchronous Kleene algebra ($\text{SKA}$). The $\text{SKA}$ algebra has the following particularities:

1. Formalizes a notion of concurrent actions based on the synchrony model.

2. Has a standard interpretation of the actions over (guarded) concurrent strings. The actions can be represented as special finite automata which accept the same sets of concurrent strings that form the models of the actions.

3. Incorporates the notion of conflicting actions.

In this section we are more precise about the notions presented and we give related intuitions about their application. Note that influenced by our long term goal which intends to apply $\text{SKA}$ to the contract language $\mathcal{CL}$, we talk about (human-like) actions and give intuitions for the properties of the $\text{SKA}$ algebra in terms of actions (as found in legal contracts).

### 2.1 Syntax and axiomatization

**Definition 2.1** Consider a family of algebras indexed by the finite set of basic (or atomic) actions $A_B$. We investigate a general member $\text{SKA}(A_B)$ of this family for which the set $A_B$ is fixed and denotes a finite set of constant symbols of the signature. Henceforth we write only $\text{SKA}$ for this algebraic
structure. \( SKA \) is a \( \sigma \)-algebra with signature \( \sigma = \{ +, \cdot, \times, \ast, 0, 1, A_B \} \) which gives the action operators and the basic actions. The non-constant functions of \( \sigma \) are: “+” for choice of two actions, “·” for sequence of two actions (or concatenation), “\( \times \)” for concurrent composition of two actions, and “\( \ast \)” to model repeated execution of one action. The special elements 0 and 1 are constant function symbols. The operators of \( SKA \) are defined over a carrier set of elements (called compound actions, or just actions) denoted \( A \).

We are more particular in our study, as defined below.

**Definition 2.2 (Syntax)** The term algebra \( T_{SKA}(A_B) \) is free in the corresponding class of algebras \( SKA(A_B) \) over the generators of \( A_B \cup \{ 0, 1 \} \) (it is more desirable to work with the initial algebra of a class of algebras; which \( T_{SKA}(A_B) \) is). In this context the elements of \( A \) (i.e. the actions) are the terms constructed with the grammar below:

\[
\alpha ::= a | 0 | 1 | \alpha + \alpha | \alpha \cdot \alpha | \alpha \times \alpha | \alpha^* 
\]

where \( a \in A_B \). The basic actions of \( A_B \) and 0 and 1 have the property that they cannot be generated from other actions of \( A \). The operators +, ·, ×, and * are sometimes called constructors because they are used to construct all the actions of \( A \). We just use \( T_{SKA} \) whenever \( A_B \) is understood from context.

**Notation:** Throughout this paper we denote by \( a, b, c, \ldots \) elements of \( A_B \) (basic actions) and by \( \alpha, \beta, \gamma, \ldots \) elements of \( A \) (compound actions). When the difference between basic and compound actions is not important we just call them generically actions. We call concurrent actions and denote by \( A_B^\times \subset A \) the subset of elements of \( A \) generated from \( A_B \) using only \( \times \) constructor (e.g. \( a, a \times b \in A_B^\times \) but \( a + b, a \times b + c, a \cdot b \notin A_B^\times \) and \( 0, 1 \notin A_B^\times \)). We denote by \( \alpha^\times \) a general element of \( A_B^\times \). Note that \( A_B^\times \) is finite because there is a finite number of basic actions in \( A_B \) which may be combined with the concurrency operator \( \times \) in a finite number of ways (due to the idempotence of \( \times \) over basic actions; see axiom (14) of Table 1). Note the inclusion of sorts \( A_B \subseteq A_B^\times \subset A \). We call action 1 the skip action and 0 the violating action. (In other works 1 is called idle or void action, and 0 the fail action.) For brevity we often drop the sequence operator and instead of \( \alpha \cdot \beta \) we write \( \alpha \beta \) (do not confuse with the convention from SCCS). To avoid unnecessary parentheses we use the following precedence over the constructors: + < · < × < *.

**Definition 2.3 (Axioms)** Table 1 collects the axioms that define the structure \( SKA \).


\begin{equation}
(1) \quad \alpha + (\beta + \gamma) = (\alpha + \beta) + \gamma
\end{equation}

\begin{equation}
(2) \quad \alpha + \beta = \beta + \alpha
\end{equation}

\begin{equation}
(3) \quad \alpha + 0 = 0 + \alpha = \alpha
\end{equation}

\begin{equation}
(4) \quad \alpha + \alpha = \alpha
\end{equation}

\begin{equation}
(5) \quad \alpha \cdot (\beta \cdot \gamma) = (\alpha \cdot \beta) \cdot \gamma
\end{equation}

\begin{equation}
(6) \quad \alpha \cdot 1 = 1 \cdot \alpha = \alpha
\end{equation}

\begin{equation}
(7) \quad \alpha \cdot 0 = 0 \cdot \alpha = 0
\end{equation}

\begin{equation}
(8) \quad \alpha \cdot (\beta + \gamma) = \alpha \cdot \beta + \alpha \cdot \gamma
\end{equation}

\begin{equation}
(9) \quad (\alpha + \beta) \cdot \gamma = \alpha \cdot \gamma + \beta \cdot \gamma
\end{equation}

\begin{equation}
(10) \quad \alpha \times (\beta \times \gamma) = (\alpha \times \beta) \times \gamma
\end{equation}

\begin{equation}
(11) \quad \alpha \times \beta = \beta \times \alpha
\end{equation}

\begin{equation}
(12) \quad \alpha \times 1 = 1 \times \alpha = \alpha
\end{equation}

\begin{equation}
(13) \quad \alpha \times 0 = 0 \times \alpha = 0
\end{equation}

\begin{equation}
(14) \quad a \times a = a \quad \forall a \in A_B
\end{equation}

\begin{equation}
(15) \quad \alpha \times (\beta + \gamma) = \alpha \times \beta + \alpha \times \gamma
\end{equation}

\begin{equation}
(16) \quad (\alpha + \beta) \times \gamma = \alpha \times \gamma + \beta \times \gamma
\end{equation}

\begin{equation}
(17) \quad (\alpha \times \alpha) \times (\beta \times \beta) = (\alpha \times \beta) \times (\alpha \times \beta) \quad \forall \alpha, \beta \in A_B^2
\end{equation}

\begin{equation}
(18) \quad 1 + \alpha \cdot \alpha^* \leq_+ \alpha^*
\end{equation}

\begin{equation}
(19) \quad 1 + \alpha^* \cdot \alpha \leq_+ \alpha^*
\end{equation}

\begin{equation}
(20) \quad \beta + \alpha \cdot \gamma \leq_+ \gamma \quad \Rightarrow \quad \alpha^* \cdot \beta \leq_+ \gamma
\end{equation}

\begin{equation}
(21) \quad \beta + \gamma \cdot \alpha \leq_+ \gamma \quad \Rightarrow \quad \beta \cdot \alpha^* \leq_+ \gamma
\end{equation}

\textbf{Table 1: Axioms of SKA}

\textbf{Remarks:} The axioms (1)-(4) define the choice operator + to be associative, commutative, with neutral element 0, and idempotent (i.e. a commutative and idempotent monoid). Axioms (5)-(7) define the sequence operator \(\cdot\) to be associative, with neutral element 1, and with annihilator 0 both on the left and right side (i.e. a monoid with an annihilator element). We call the two equations \textit{fail late} (for \(\alpha \cdot 0 = 0\)) and \textit{fail soon} (for \(0 \cdot \alpha = 0\)). Axioms (8) and (9) give the distributivity of \(\cdot\) over +. These give the algebraic structure of an idempotent semiring \((A, +, \cdot, 0, 1)\). Axioms (10)-(13) give the properties of \(\times\) to be associative, commutative, with identity element 1, and with annihilator element 0 (i.e. \((A, \times, 1, 0)\) is a commutative monoid with an annihilator element). Axioms (14) and (11) basically say that the syntactic ordering of actions in a concurrent action does not matter (the same as for choice +). Axiom (14) defines \(\times\) to be idempotent over the basic actions \(a \in A_B\). Note that this does \textit{not} imply that we have an idempotent monoid. Axioms (15) and (16) define the distributivity of \(\times\) over +. From axioms (10)-(16) together with (1)-(4) we conclude that \((A, +, \times, 0, 1)\) is a commutative and idempotent semiring (NB: idempotence comes from axiom (4), and the axiom (14) is just an extra property of the semiring). The equations (18) and (19) and equational implications (20) and (21) are the classical axiomatization of \(\ast\) [Sal66, Koz94] which say that \(\alpha^* \beta\) is the least solution w.r.t. the preference relation \(\leq_+\) from Definition 1.1 to the equation \(\beta + \alpha X \leq_+ X\) (and dually \(\beta \alpha^*\) is the least solution for the equation \(\beta + X \alpha \leq_+ X\)).

At this point we give an informal intuition for the elements (actions) of A: we consider that the actions are “performed” by somebody (being that a person, a program, or an agent). One should not be think exclusively of processes “executing” instructions as this is only one way of viewing the actions. Moreover, we do not discuss operational semantics nor bisimulation equivalences (like in SCCS) in this paper.
With this non-algebraic intuition of actions we can elaborate on the purpose of $\times$, which models the fact that two actions are performed in a truly concurrent manner. Particular to $\times$ is the axiom (14) which defines a weak form of idempotence for the concurrency operator. The idempotence is natural for basic actions but it is not desirable for complex actions. Take as example a choice action performed synchronously with itself, $(a+b)\times(a+b)$. The first entity may choose $a$ and the second entity may choose $b$ therefore performing the synchronous action $a\times b$. Therefore, the complex action is the same as $a+a\times b+b$ (by the distributivity axiom (15)). Particular to our concurrency model is axiom (17) which synchronizes sequences of actions by working in steps given by the $\cdot$ constructor. This encodes the synchrony model.

Note that there is no axiom relating the $\times$ with the Kleene star. There is no need as the relation is done by the synchrony axiom (17) and the fact that $\alpha^* = 1 + \alpha \cdot \alpha^*$ from the axioms of $\cdot$. Moreover, when combining two repetitive actions concurrently $\alpha^* \times \beta^*$ the synchrony operator will go inside the $\cdot$ operator. This results in an action inside $\cdot$ which has a maximum of $|\alpha| \cdot |\beta|$ steps (i.e. number of $\cdot$ applications). This is strong related to the dimension of the automaton constructed in Theorem 2.5 to handle the $\times$ (the size of the new automaton is the size of the cartesian product of the two smaller automata; i.e. is the product of the number of states).

**Definition 2.4 (demanding relation)** We call $\triangleleft_\times$ the demanding relation and define it as:

$$\alpha \triangleleft_\times \beta \triangleq \alpha \times \beta = \beta$$

We say that $\beta$ is more demanding than $\alpha$ iff $\alpha \triangleleft_\times \beta$. Note that the least demanding action is $1$ (skiping means not doing any action). On the other hand, if we do not consider $1$ then we have the basic actions of $A_B$ as the least demanding actions; the basic actions are not related to each other by $\triangleleft_\times$. We denote by $\leq_\times$ the relation $\triangleleft_\times \cup =$; i.e. $\alpha \leq_\times \beta$ iff either $\alpha \triangleleft_\times \beta$ or $\alpha = \beta$.

**Proposition 2.1** The relation $\triangleleft_\times |A_B^\times$ is a partial order.

**Proof :** For the relation $\triangleleft_\times$ restricted to concurrent actions of $A_B^\times$ the reflexivity is assured by the weak idempotence axiom (14). The transitivity and antisymmetry are immediate and moreover, they hold for the whole set $A$ of actions; e.g. for transitivity take any $\alpha, \beta, \gamma \in A$ s.t. $\alpha \triangleleft_\times \beta$ and $\beta \triangleleft_\times \gamma$. Then it is the case that from $\alpha \times \beta = \beta$ and $\beta \times \gamma = \gamma$ we get $\alpha \times \gamma = \alpha \times \beta \times \gamma = \beta \times \gamma = \gamma$ which is the desired conclusion $\alpha \triangleleft_\times \gamma$ (note that we used the commutativity of the $\times$ operation and the transitivity of the equality of actions).

Note that reflexivity is not a property of the general actions, but only of the concurrent actions. Therefore, ireflexivity is not a property of the
general actions either. For example \((a + b) \times (a + b) = a + b + a \times b\) but on the other hand \((a + b + a \times b) \times (a + b + a \times b) = a + b + a \times b\) due to the idempotence of the \(\times\) over \(A_B\). Moreover, we can prove that for any action \(\alpha\) there exists a fix point for the application of the \(\times\) to the action itself. In other words, define \(\beta_0 = \alpha\) and \(\beta_i = \beta_{i-1} \times \alpha\), then \(\exists n \in \mathbb{N}\) and \(\exists j < n\) s.t. \(\beta_j = \beta_n\). The proof uses the canonical representation of the action \(\alpha\).

For a better intuitive understanding consider the following examples:

\[1 \prec a, a \prec a \times b, a \not\prec a, a \preceq a + b, a \not\preceq b, \text{ and } a \not\preceq b \times c.\]

**Proposition 2.2**

1. If \(a_1^1 \prec \cdots \prec a_1^n \land \cdots \land a_n^1 \prec \cdots \prec a_n^m\) then \(\beta_1^1 \cdots \beta_n^m\).

2. If \(a_1^i \prec \beta_i^j, \forall i \leq n, j \leq m\) then \((a_1^1 + \cdots + a_n^m) \prec (\beta_1^1 + \cdots + \beta_n^m)\).

**Proof:** Routine.

For the first part of the proposition, the hypothesis is translated to \(\alpha_1^1 \times \beta_1^1 = \cdots = \alpha_1^n \times \beta_1^m = \beta_2^1 \cdots \beta_n^m\). For the conclusion we have \((\alpha_1^1 \cdots \alpha_n^m) \times (\beta_1^1 \cdots \beta_n^m)\) which by the synchrony axiom (17) combines the \(\alpha_1^i\) and \(\beta_1^j\) two by two and by the hypothesis we get that it is equal to \(\beta_1^1 \cdots \beta_n^m \gamma\).

The proof of the second part of the proposition is similar. It makes use of the distributivity axiom (15) first, then uses the hypothesis in the same manner as before, and finally it contracts the same actions \(\beta_1^j\) with the axiom (4) of idempotence of \(+\).

**Remark:** For practical purposes the demanding relation can be used to give a partial decision methodology for the nondeterministic choice in the following way. One just adds to the axioms of \(SKA\) the following equational implication as an axiom:

\[a \prec b \rightarrow b \leq a\]

The new axiom is read as: “the less demanding action is the more preferable one”. Depending on the application domain the order on the right part of the axiom can be reversed so that to read the opposite: “the less demanding action is the less preferable one”. We do not pursue further this line of research.

**Definition 2.5 (conflict and compatibility)** We consider a symmetric and irreflexive relation over the set of basic actions \(A_B\) which we call conflict relation and denote by \(#_C \subseteq A_B \times A_B\). The converse relation of \(#_C\) is the

\(^1\)One immediate investigation is to make sure that this new axiom complies with the other axioms of the algebra (i.e. does not contradict the axioms of Table 1).
symmetric and reflexive compatibility relation which we denote by $\sim_C$ and is defined as

$$\sim_C \triangleq \mathcal{U}_B \setminus \#_C$$

where $\mathcal{U}_B = A_B \times A_B$ is the universal relation over basic actions.

The intuition of the conflict relation is that if two actions are in conflict then the actions cannot be executed concurrently. This intuition explains the need for the following equational implication:

$$(22) \quad a \#_C b \rightarrow a \times b = 0 \quad \forall a, b \in A_B.$$ 

The intuition of the compatibility relation is that if two actions are compatible then the actions can always be executed concurrently. There is no transitivity of $\#_C$ or $\sim_C$: In general, if $a \#_C b$ and $b \#_C c$, not necessarily $a \#_C c$. This is natural as action $b$ may be in conflict with both $a$ and $c$ but still $a \sim_C c$.

**Remark:** R. Milner [Mil83] suggests a natural notion of inverse on an action w.r.t. the synchrony operation; $a \times \tilde{a} = 1$. In programming languages this means that the action (which is a program instruction in this case) and the inverse work on the same resource. It is known that this is impossible and many solutions have been proposed; see separation logic [IO01, Rey02] or Owicki and Gries [OG76]. In process algebras this leads to the interleaving diamond because $a \times \tilde{a} = 1$ it means that also $a \cdot \tilde{a} = 1$ and $\tilde{a} \cdot a = 1$ which means $(a \cdot \tilde{a}) + (\tilde{a} \cdot a) = 1 = a \times \tilde{a}$.

Outside programming languages, when considering the actions as human actions in legal contracts or deontic logic (see Section 2.4), the idea of an inverse of an action becomes more plausible. It may be that one basic action compensates another basic action which means that when performed at the same time the state of the world will not change. For example “Redraw X money from account $A$” and “Deposit X money into account $A$” are both one the inverse of the other. We must consider these actions at a higher level of abstraction where the details of the implementation are ignored.

### 2.2 Standard interpretation over regular concurrent sets

We give the standard interpretation of the actions of $\mathcal{A}$ by defining a homomorphism $\hat{\iota}_{\text{SKA}}$ which takes any action of the $\text{SKA}$ algebra into a corresponding regular concurrent set and preserves the structure of the actions given by the constructors.

**Definition 2.6 (regular concurrent sets)** Consider a finite set of elements, for our purpose we denote it $A_B$ and can be thought of as the basic actions. Consider a finite alphabet $\Sigma = \mathcal{P}(A_B)$ consisting of all the sets over
A<sub>B</sub> (denote them \(x, y \in \mathcal{P}(A_B)\)). Concurrent strings over \(A_B\) are elements of \(\mathcal{P}(A_B)^*\) including the empty string \(\{\}\) (denote them \(u, v, w \in \mathcal{P}(A_B)^*\)). A concurrent set is a subset of strings from \(\mathcal{P}(A_B)^*\). We denote concurrent sets by \(A, B, C\). Consider the following definitions and operations on concurrent sets:

\[
\begin{align*}
0 & \triangleq \emptyset \\
1 & \triangleq \{\{\}\}
\end{align*}
\]

\[
\begin{align*}
A + B & \triangleq A \cup B \\
A \cdot B & \triangleq \{uv \mid u \in A, v \in B\} \\
A \times B & \triangleq \{uxv \mid u \in A, v \in B\} \\
A^* & \triangleq \bigcup_{n \geq 0} A^n
\end{align*}
\]

where \(u, v \in \mathcal{P}(A_B)^*\) are concurrent strings and \(u \times v\) is defined as:

\[
u \times v \triangleq (x_1 \cup y_1)(x_2 \cup y_2)\ldots(x_n \cup y_n)y_{n+1}\ldots y_m
\]

where \(u = x_1 \ldots x_n\) and \(v = y_1 \ldots y_m\) and \(n < m\),

and where \(x_i, y_j \in \mathcal{P}(A_B)\) are sets of elements of \(A_B\). Recall the convention \(uc = u (cu = u)\) from formal language theory which in our concurrent sets translates to \(u\{\} = u\ (\{\}u = u)\). A concurrent set is called regular iff it is build from \(0, 1\), and the singleton sets \(\{x\}\) with \(x \in \mathcal{P}(A_B)\) a concurrent string of length 1, by repeated application of the operations on set \(+, \cdot, \times,^*\) (NB: \(A_B \subset \mathcal{P}(A_B) \subset \mathcal{P}(A_B)^*\), i.e. all basic actions are elements of the alphabet which are also strings of length 1). The powers of a set \(A^n\) are defined as in Section 1.2 with similar conventions.

**Theorem 2.3** Any set of concurrent sets containing \(0, 1\), and the singleton sets \(\{x\}\) for all \(x \in \mathcal{P}(A_B)\) (for some fixed set \(A_B\)) and closed under the operations \(+, \cdot, \times,^*\) of Definition 2.6 is a synchronous Kleene algebra. Call these the class of algebras of concurrent sets.

**Proof:** Routine check that the operations of Definition 2.6 obey the axioms of \(SKA\) from Table 1. Particular care needs to be taken for axioms (14) and (17) as they are defined on particular elements. In the case of regular concurrent sets axiom (14) is defined only on the singleton sets \(\{\{x\} \mid x \in \mathcal{P}(A_B)\}\), and axiom (17) is defined only on singleton concurrent sets \(\{\{x\} \mid x \in \mathcal{P}(A_B)\}\).

The \(+\) operation over concurrent sets respects axioms (1),(2),(3), and (4) because it is defined using the union operation \(\cup\) over sets and \(0\) is defined as the empty set. The \(\cdot\) operation over concurrent sets respects (5); take a concurrent string from the left part of the axiom \(u_A u_B u_C\). This comes from combining first \(u_B u_C\) with \(u_B \in B\) and \(u_C \in C\) two arbitrary concurrent strings and then concatenating an arbitrary concurrent string \(u_A \in A\) with \(u_B u_C\). This same concurrent string \(u_A u_B u_C\) is included in the right part.
of the axiom too: first concatenate the two \(u_A \in A\) and \(u_B \in B\) to obtain \(u_Au_B\) and then by making all the combinations with the concurrent strings of \(C\) we get to concatenate with \(u_C \in C\) also, to obtain \(u_Au_Bu_C\). The \(\cdot\) respects (6) because of the convention \(u\{\} = u\) and it respects (7) because there exists no combination \(uv\) with \(v \in \emptyset\).

The distributivity axioms (8) and (9) are respected. On the right side of the axiom each concurrent string of \(A\) is concatenated with all the concurrent strings of the union of \(B\) with \(C\). This is the same as concatenating first with the concurrent strings of \(B\) and then concatenating with the concurrent strings of \(C\) and in the end making the union of the resulting sets of concurrent strings.

To prove the associativity axiom (10) for the \(\times\) operation over concurrent sets it is used a similar reasoning as in the proof for the \(\cdot\) operation. For the commutativity axiom (11) the proof is simple by observing that the \(\times\) operation of concurrent strings is commutative because it uses the union operation \(\cup\) at each element of the string. The axioms (12) and (13) are simple from the definitions of the 1 and 0 respectively. The special axiom (14) holds because of the union operation that is used by the \(\times\) on the concurrent strings. The argument for the distributivity axiom (15) and (16) is the same as for the \(\cdot\) and + operations.

For the synchrony axiom (17) the proof makes use of the fact that we need to consider only the special singleton concurrent sets \(\{\{x\} \mid x \in \mathcal{P}(A_B)\}\). Take two arbitrary singleton concurrent sets \(\{x\}\) and \(\{y\}\) and first concatenate them with all the concurrent sets of respectively \(A\) and \(B\). This gives concurrent strings of the form \(xu_A\) respectively \(yu_B\). Now combine all these concurrent strings among each other to obtain \((x \cup y)(u_A \times u_B)\). The same concurrent strings are obtained on the right part of the axiom by making first the combination \(\{x\} \times \{y\}\) with is the same as \(x \cup y\). Then making the combination \(A \times B\) which gives all the concurrent strings \(u_A \times u_B\). The concatenation then gives the same set of concurrent strings as on the left part of the axiom.

The axioms (18)-(21) hold because the definition of the * is classic as in the formal language definition from Section 1.2.

Remarks: The smallest algebra of concurrent sets which contains all the singleton sets \(\{x\}\) is called the algebra of regular concurrent sets (denote it by \(\text{ARCS}(A_B)\)). Henceforth we ignore \(A_B\) from the notations and it should be understood as implicit. \(\text{ARCS}\) is generated by \(\{0, 1\} \cup \{\{x\} \mid x \in A_B\}\), where \(A_B\) is some finite and fixed beforehand set.

Definition 2.7 (standard interpretation) An interpretation is a homomorphism with domain the term algebra \(T_{\text{SKA}}\). We call standard interpretation the homomorphism \(\hat{I}_{\text{SKA}} : T_{\text{SKA}} \to \text{ARCS}\). \(\hat{I}_{\text{SKA}}\) is defined as the
homomorphic extension of the map $I_{SKA} : A_B \cup \{0, 1\} \rightarrow \textit{ARCS}$ to the whole actions of $T_{SKA}$. $I_{SKA}$ maps the generators of $T_{SKA}$ into regular concurrent sets as follows:

$I_{SKA}(a) = \{\{a\}\}, \forall a \in A_B$

$I_{SKA}(0) = \emptyset$

$I_{SKA}(1) = \{\{\}\}$

The homomorphic extension is classical:

$\hat{I}_{SKA}(\alpha) = I_{SKA}(\alpha), \forall \alpha \in A_B \cup \{0, 1\}$

$\hat{I}_{SKA}(\alpha + \beta) = \hat{I}_{SKA}(\alpha) + \hat{I}_{SKA}(\beta)$

$\hat{I}_{SKA}(\alpha \cdot \beta) = \hat{I}_{SKA}(\alpha) \cdot \hat{I}_{SKA}(\beta)$

$\hat{I}_{SKA}(\alpha^\times) = \hat{I}_{SKA}(\alpha)^\star$

Informally the skip action 1 means not performing any action and its interpretation as the set with only the empty string goes well with the intuition. The violating action 0 is interpreted as the empty concurrent set following the intuition that there is no way of respecting a violating action.

Remark: The standard interpretation interprets a concurrent action $\alpha_X \in A_B^\times$ with $\alpha_X = a^1 \times \ldots \times a^n$ as the singleton set $\{\{a^1, \ldots, a^n\}\}$ where the only string $w = \{a^1, \ldots, a^n\}$ has just one element of the alphabet $\mathcal{P}(A_B)$ (i.e. the set of basic actions which form the concurrent action $\alpha_X$). Denote the set $w$ by $\{\alpha_X\}$. In this particular case the demanding relation restricted to concurrent actions, i.e. $<_X |_{A_B^\times}$ is interpreted as set inclusion. That is: $\alpha_X <_X \beta_X$ iff $\{\alpha_X\} \subseteq \{\beta_X\}$.

2.3 Completeness and Decidability

Regular expressions and finite state automata (FA) are equivalent syntactic representations of regular languages (or regular sets as we call them) [HMU00]. In this section we define finite state automata that accept regular concurrent sets and prove an equivalent of Kleene’s representation theorem. That is, for each action of $SKA$ we can build an equivalent automaton which accepts the same regular concurrent set as the interpretation of the action. Using the translation as automata we give a combinatorial proof of completeness of the $SKA$ in terms of the standard interpretation. Decidability follows then naturally from completeness and decidability of the inclusion problem for regular concurrent sets.

Definition 2.8 (finite state automata on concurrent sets) A (nondeterministic) finite state automaton on regular concurrent sets (NFA) is a tuple $A = (S, \mathcal{P}(A_B), S_0, \rho, F)$ consisting of a finite set of states $S$, the
finite alphabet of concurrent actions \( \mathcal{P}(A_B) \) (i.e. the powerset of the set of basic actions \( A_B \)), a set of initial designated states \( S_0 \subseteq S \), a transition relation \( \rho : \mathcal{P}(A_B) \to S \times S \), and a set of final states \( F \). A NFA is called deterministic finite state automaton (DFA) iff \( |S_0| = 1 \) and the transition relation returns not a relation over \( S \) but a partial function, i.e. \( \rho : \mathcal{P}(A_B) \to (S \to S) \).

**Notation:** We denote the states of the automata by either \( s_i \in S \) or by \( i \in S \) with \( i \in \mathbb{N} \). Instead of the transition relation \( (s_1, s_2) \in \rho(\{a_\alpha\}) \) we often use the graphical notation \( s_1 \xrightarrow{\{a_\alpha\}} s_2 \) or the tuple notation \( (s_1, \{a_\alpha\}, s_2) \). A transition \( s \xrightarrow{\{a_\alpha\}} s' \) is called a \( \varepsilon \)-transition. We often use \( s_0 \) to stand for the initial state and \( s_f \) to stand for a final state. Note that by definition NFA and DFA may have \( \varepsilon \)-transitions. Sometimes we need to talk about automata that do not have \( \varepsilon \)-transitions which are called \( \varepsilon \)-free; we denote such an automaton \( \varepsilon \)-NFA (\( \varepsilon \)-DFA).

**Definition 2.9 (acceptance)** A run of the automaton is a sequence of transitions starting in the initial state, i.e. \( s_0 \xrightarrow{\{a_\alpha\}} s_1 \xrightarrow{\{a_\alpha^2\}} s_2 \cdots \xrightarrow{\{a_\alpha^n\}} s_n \). A run is called accepting if it ends in a final state, i.e. \( s_n \in F \). An automaton accepts a string \( w \) iff there exists an accepting run \( s \) s.t. \( \{a_\alpha^1\}\{a_\alpha^2\} \cdots \{a_\alpha^n\} = w \). All the strings accepted by an automaton form the language accepted by the automaton; denoted \( \mathcal{L}(A) \) or just \( A \). Therefore \( w \in \mathcal{L}(A) \) or \( w \in A \) means that the string \( w \) is accepted by the automaton \( A \).

**Proposition 2.4 ([HMU00])** 1. DFA and NFA recognize the same class of languages; i.e. for any NFA there is a determinisation procedure to generate a DFA which accepts the same language (and any DFA is also a NFA).

2. For any DFA one may use a Myhill-Nerode minimization procedure to obtain a minimal and unique DFA which accepts the same language as the initial automaton.

3. For any NFA we can construct an equivalent NFA which has only one final state and no transitions starting from the final state.

4. For any NFA we can construct (using the classical \( \varepsilon \)-closure construction) a \( \varepsilon \)-free NFA which will accept the same language.

5. For any NFA with unique final state and no transitions starting from the final state we can remove all the \( \varepsilon \)-transitions which do not end in the final state (using a variation of the \( \varepsilon \)-closure which does not consider the final state as part of the closures), and the resulting automaton will accept the same regular set.
Because of the results of Proposition 2.4 we are free to work with NFA with one initial state, possibly one final state with no outgoing transitions, and which may have \( \epsilon \)-transitions only ending in the final state; we denote these automata by CNFA.

**Theorem 2.5 (actions to automata)** For any action \( \alpha \in SKA \) we can construct an automaton \( CNFA(\alpha) \) which accepts the regular concurrent set \( \hat{I}_{SKA}(\alpha) \).

**Proof:** The proof is adapted from [HMU00] for the regular expression operators \((+, \cdot, \text{ and } *)\) and adds a new construction for the synchrony operator \( \times \). We use induction on the structure of the actions.

**Basis:** For each action \( a \in A_B, 0, \text{ and } 1 \) we build the automata from Fig. 1. It is easy to see that: the automaton from Fig. 1(i) accepts the concurrent set \( \{\{a\}\} = \hat{I}_{SKA}(a) \); the automaton from Fig. 1(ii) accepts the empty set \( \emptyset = \hat{I}_{SKA}(0) \) (because there is no final state \( F = \emptyset \)); and the automaton from Fig. 1(iii) accepts the special concurrent set \( \{\{\}\} = \hat{I}_{SKA}(1) \). Moreover, all automata from Fig. 1 are of CNFA type. In notation the automaton of Fig. 1(i) is: \( CNFA(a) = (\{s_1, s_2\}, \{a\}, s_1, \rho, \{s_2\}) \) with \( (s_1, s_2) \in \rho(a) \) as the only transition.

**Inductive step:** For actions of the form \( \alpha + \beta \) the induction hypothesis states that we have the automata \( CNFA(\alpha) = (S_\alpha, P(A_B^\alpha), s_1, \rho_\alpha, s_2) \) which accepts \( \hat{I}_{SKA}(\alpha) \) and \( CNFA(\beta) = (S_\beta, P(A_B^\beta), s_3, \rho_\beta, s_4) \) which accepts \( \hat{I}_{SKA}(\beta) \). We construct the automaton \( CNFA(\alpha + \beta) \) from Fig. 2(i) as:

\[
CNFA(\alpha + \beta) = (S_{\alpha\beta}, P(A_B^{\alpha \cup \beta}), s_0, \rho_{\alpha\beta}, s_5)
\]
with \( S_{\alpha\beta} = S_\alpha \cup S_\beta \cup \{s_0, s_5\} \) where \( s_0, s_5 \) are new states not belonging neither to \( S_\alpha \) nor to \( S_\beta \). The new transition relation is:

\[
\rho_{\alpha\beta} = \rho_\alpha \cup \rho_\beta \cup \{(s_0, \{\}, s_1), (s_0, \{\}, s_3), (s_2, \{\}, s_5), (s_4, \{\}, s_5)\}.
\]

It is easy to see that the regular concurrent set accepted by \( \text{CNFA}(\alpha + \beta) \) is the union of the regular concurrent sets accepted by \( \text{CNFA}(\alpha) \) and \( \text{CNFA}(\beta) \). But by induction this gives the set \( \hat{I}_{\text{SKA}}(\alpha + \beta) \) which by the homomorphic definition of \( \hat{I}_{\text{SKA}} \) we have that \( \text{CNFA}(\alpha + \beta) \) accepts \( \hat{I}_{\text{SKA}}(\alpha + \beta) \).

Similarly we construct for the actions of the form \( \alpha \cdot \beta \) the automaton \( \text{CNFA}(\alpha \cdot \beta) \) of Fig. 2(ii) from the two smaller automata \( \text{CNFA}(\alpha) \) and \( \text{CNFA}(\beta) \). For the actions of the form \( \alpha^* \) the automaton \( \text{CNFA}(\alpha^*) \) is pictured in Fig. 2(iii). Note that the automata of Fig. 2 are not of CNFA type; therefore after each operation we need to apply Proposition 2.4(5) to remove the unwanted \( \varepsilon \)-transitions. For the three constructions we have in Fig. 2 it is easy to see how Proposition 2.4(5) works: e.g. in Fig. 2(i) states 0, 1, 3 collapse into one, call it 013, and all transitions of the form \( 1 \xrightarrow{\alpha} i \) or \( 3 \xrightarrow{\alpha} i \) are replaced by a transition \( 013 \xrightarrow{\alpha} i \), and the two \( \varepsilon \)-transitions are removed.

The new construction on automata is the one for actions of the form \( \alpha \times \beta \) which is briefly pictured in Fig. 3. The automaton \( \text{CNFA}(\alpha \times \beta) \) is constructed from the two smaller automata given before, \( \text{CNFA}(\alpha) \) and \( \text{CNFA}(\beta) \), as follows:

\[
\text{CNFA}(\alpha \times \beta) = (S_\alpha \times S_\beta, \mathcal{P}(A^\alpha_B \cup A^\beta_B), (s_1, s_3), \rho_{\alpha\beta}, (s_2, s_4)).
\]
Note that states of CNFA(α×β) are now equivalent of pairs of states of the old automata. Therefore, the initial state is the pair of the two initial states (s_1, s_3) and the final state is the one pair of the old final states (s_2, s_4). For brevity we write s_1s_3 instead of (s_1, s_3). The new transition relation is:

\[(s_1^α s_2^β, γ, s_3^α s_4^β) ∈ ρ_αβ \text{ iff either:}
\]

- \[(s_1^α, γ_1, s_2^β) ∈ ρ_α \text{ and } (s_3^α, γ_2, s_4^β) ∈ ρ_β \text{ and } γ_1 ∪ γ_2 = γ, \text{ or}
\]

- \[(s_1^α, γ, s_2^β) ∈ ρ_α \text{ and } s_2^β = s_1^β = s_4, \text{ or}
\]

- \[(s_3^α, γ, s_4^β) ∈ ρ_β \text{ and } s_3^α = s_4^α = s_2. \]

The new automaton CNFA(α×β) has size \(|S_α| * |S_β|\). We need to prove now that the automaton CNFA(α×β) accepts exactly the concurrent strings of the regular concurrent set \(I_{SKA}(α×β)\). We know that \(I_{SKA}\) is a homomorphism, thus \(I_{SKA}(α×β) = I_{SKA}(α) × I_{SKA}(β)\), and from the inductive hypothesis we know that CNFA(α) accepts exactly \(I_{SKA}(α)\) and that CNFA(β) accepts exactly \(I_{SKA}(β)\). Therefore we need to prove the following double implication:

\[∃w ∈ CNFA(α×β) ⇔ ∃u ∈ CNFA(α) \text{ and } ∃v ∈ CNFA(β) \text{ s.t. } u × v = w.\]

For the \(⇒\) implication we have that: there exists an accepting run of CNFA(α) for u, i.e. \(s_0^α \xrightarrow{α_1^α} s_1^α \xrightarrow{α_2^α} s_2^α \cdots \xrightarrow{α_n^α} s_n^α\) with \(u = \{α_1^α\} \cup \{α_2^α\} \cdots \cup \{α_n^α\}\); there exists an accepting run of CNFA(β) for v, i.e. \(s_0^β \xrightarrow{β_1^β} s_1^β \xrightarrow{β_2^β} s_2^β \cdots \xrightarrow{β_m^β} s_m^β\) with \(v = \{β_1^β\} \cup \{β_2^β\} \cdots \cup \{β_m^β\}\); and \(m > n\), and \(w = \{α_1^α\} \cup \{β_1^β\} \cup \{α_2^α\} \cup \{β_2^β\} \cdots \{α_n^α\} \cup \{β_n^β\} \cup \{α_{n+1}^α\} \cup \{β_{n+1}^β\} \cdots \{α_m^α\} \cup \{β_m^β\}\). Considering the construction of CNFA(α×β) we need to find an accepting run (i.e. starting in \((s_0^α, s_0^β)\) and ending in \((s_n^α, s_m^β)\)) for the string w. It is easy to see that there are the following transitions in \(ρ_αβ\): \((s_i^α, s_{i-1}^β) \xrightarrow{α_i^α} (s_i^α, s_i^β)\) for
0 < i ≤ n forming a run which starts in the initial state of \( \text{CNFA}(\alpha \times \beta) \) and ends in \((s^0_n, s^\beta_\alpha)\) which accepts the first part of \(w\). Because \(s^\alpha_n\) is the final state of \( \text{CNFA}(\alpha \times \beta) \) there are in the \( \text{CNFA}(\alpha \times \beta) \) the following transitions 
\[(s^\alpha_n, s^\beta_j) \xrightarrow{\{\beta^{j+1}\}} (s^\alpha_n, s^\beta_{j+1}) \] with \(n \leq j < m\) which form a run continuing the previous run and ending in the final state of \( \text{CNFA}(\alpha \times \beta) \), and accepting the second part of \(w\). Therefore, we have found an accepting run of \( \text{CNFA}(\alpha \times \beta) \) over the whole string \(w\).

For the \( \Rightarrow \) implication we have that: there exists an accepting run of \( \text{CNFA}(\alpha \times \beta) \) for \(w\), i.e. \((s^\alpha_0, s^\beta_0) \xrightarrow{w^1_1} \cdots \xrightarrow{w^m_m} (s^\alpha_n, s^\beta_n)\) with \(w = \{w^1_1\} \cdots \{w^m_m\}\). The choice of indexes does not matter. Consider the operation of constructing the \( \text{CNFA}(\alpha \times \beta) \) from the smaller automata \( \text{CNFA}(\alpha) \) and \( \text{CNFA}(\beta) \). We need to show that we can find two accepting runs for \(u \in \text{CNFA}(\alpha)\) and \(v \in \text{CNFA}(\beta)\). Consider the first transition to be 
\[(s^\alpha_0, s^\beta_0) \xrightarrow{w^1_1} (s^\alpha_1, s^\beta_1) \] with \(s^\alpha_0 \neq s^\alpha_i\) and \(s^\beta_0 \neq s^\beta_i\). This means that \(\exists \{u^1_i\}\) and \(\exists \{v^1_j\}\) s.t. \(\{u^1_i\} = \{w^1_1\} \cup \{v^1_j\}\) and the transitions \(s^\alpha_0 \xrightarrow{\{w^1_i\}} s^\alpha_i \in \text{CNFA}(\alpha)\) and \(s^\beta_0 \xrightarrow{\{v^1_j\}} s^\beta_i \in \text{CNFA}(\beta)\). We continue with the subsequent transitions for \(u\) and find subsequent transitions for \(u\) and \(v\) until we reach a case as: 
\[(s^\alpha_i, s^\beta_j) \xrightarrow{w^1_i} (s^\alpha_j, s^\beta_j) \] with \(s^\alpha_i = s^\alpha_j\). This case appears only if \(s^\alpha_i\) is the final state of \( \text{CNFA}(\alpha) \); say \(s^\alpha_n\). In this case we have found the accepting run for \(u\). We find the following transition for \(v\) in \( \text{CNFA}(\beta)\): \(s^\alpha_i \xrightarrow{\{w^1_i\}} s^\beta_j\). Note that the same reasoning is carried analogous when \(s^\beta_i = s^\beta_j\). Because \(s^\alpha_n\) is final state then there is no outgoing transition from it, therefore the only way to continue with the initial run for \(w\) is to have transitions of the form 
\[(s^\alpha_n, s^\beta_i) \xrightarrow{\{w^1_i\}} (s^\alpha_n, s^\beta_j)\] Each of these transitions yields a transition for \(v\) in \( \text{CNFA}(\beta)\). This process stops in the state \((s^\alpha_n, s^\beta_m)\) and therefore the run for \(v\) stops in the final state \(s^\beta_m\) of \( \text{CNFA}(\beta)\). We have found the accepting run for \(v\). From the reasoning we have that \(w = u \times v\).

### Proposition 2.6
1. The determinisation procedure of classical NFA is applicable to the automata on concurrent sets.

2. The Myhill-Nerode minimization procedure is also applicable to the automata on concurrent sets.

### Corollary 2.7 (unique minimal automaton)
For any automaton on concurrent sets there exists a unique minimal deterministic automaton accepting the same regular concurrent set.

In [Koz94] the completeness of Kleene algebra is proven by appealing to the representation of finite state automata with matrices over arbitrary
Kleene algebras. The most important construction is the * operation over matrices which basically gives the regular expressions encoding the regular languages accepted when going from each state of the automaton to every other state; construction which comes from J.H. Conway [Con71]. In essence this construction is the algebraic equivalent of the combinatorial procedure of transforming a NFA into a regular expression [HMU00]. In the algebraic approach to automata the regular language accepted by the automaton is obtained as (the interpretation of) a single regular expression.

The proof of completeness that we give here follows similar ideas only that it uses a combinatorial argument. The motivation is that in the application of Section 2.4 (and possibly for extensions of PDL with synchrony) we use the automata associated to actions; and thus a combinatorial argument is more clarifying in this direction. The algebraic approach with matrices over synchronous Kleene algebras can be obtained from this. On another hand we make use of the procedure of eliminating states to generate a regular expression from a NFA [HMU00]. Adapting the method of eliminating states to our automata on concurrent strings is trivial. For this method we consider the NFA to have regular expressions labeling the transitions.

**Definition 2.10** Consider SKA ⊢ α = β to mean that the SKA equation on the right can be deduced from the axioms of SKA using the classical rules of equational reasoning (reflexivity, symmetry, transitivity, and substitution), instantiation, and introduction and elimination of implication. Consider also a relation ≡ ⊆ T_{SKA} × T_{SKA} defined as: α ≡ β ⇔ SKA ⊢ α = β.

**Remark:** The proof that ≡ is a congruence is classical based on the deduction rules and we leave it to the reader.

**Lemma 2.8** Consider the method of eliminating states as a function E which takes an automaton on concurrent strings and returns an action of SKA; then ∀α ∈ SKA we have α ≡ E(CDFA(α)).

**Proof:** Note first that CDFA(α) is the minimal deterministic automaton obtained from the automaton CNFA(α) corresponding to the action α and constructed as in Theorem 2.5. The proof of the lemma uses induction on the structure of the action.

**Basis:** take the actions 0, 1, and a ∈ A_B and thus consider the automata of Fig. 1. These are CDFA and the E procedure does nothing but to return the regular expressions 0, 1, and a ∈ A_B respectively.

**Inductive case:** for brevity, we consider only a simple case for + and the case particular to SKA for ×. For α = α_1 + α_2 the inductive hypothesis says that for α_1 the procedure E returns a unique automaton (pictured in Fig.4(i)), and similar for α_2. The construction for + from Theorem 2.5 (i.e.
Fig. 2(i) can now be applied to the two automata (even in this form with regular expressions on the transitions) to yield the automaton in Fig. 4(ii). It is easy to see that the $E$ procedure eliminates first states 1 and 2 to obtain the action $1 \cdot \alpha_1 \cdot 1 = \alpha_1$ and then states 3 and 4 to obtain $1 \cdot \alpha_2 \cdot 1 = \alpha_2$. Then a simple method contracts the two resulting transitions into one labeled with $\alpha_1 + \alpha_2$ (as in Fig. 4(iii)).

For $\alpha = \alpha_1 \times \alpha_2$ the inductive hypothesis gives the same unique automata of Fig. 4(i). To adapt the method of Theorem 2.5 we need to combine the transitions by using the action combinator $\times$ instead of the $\cup$ operation on sets.\footnote{The reader should give more thought to this important change as to be confident that the automata obtained with the method of Theorem 2.5 and the one obtained with the change here accept the same regular concurrent set.}

By combining the two smaller automata of Fig. 4(i) we obtain an automaton similar to the one in Fig. 3 with four states ((1, 3), (1, 4), (2, 3), (2, 4)) and three transitions. The two states (1, 4) and (2, 3) are just removed by $E$ without any consequence and we remain with only one transition from the start state (1, 3) to the final state (2, 4) labeled by $\alpha_1 \times \alpha_2$ (i.e. our goal).

\[ \square \]

**Theorem 2.9 (completeness of axiomatization)** For any two actions $\alpha$ and $\beta$ of $\mathcal{A}$ then $\alpha = \beta$ is a theorem of $\mathcal{SKA}$ iff the corresponding regular concurrent sets $\hat{I}_{\mathcal{SKA}}(\alpha)$ and $\hat{I}_{\mathcal{SKA}}(\beta)$ are the same.

**Proof:** The proof of the forward implication follows from the fact that $\mathcal{ARCS}$ is a synchronous Kleene algebra (see Theorem 2.3). We use induction
on the derivation and prove as base case that the implication holds for the axioms of $SK\mathcal{A}$. For the inductive case we consider the rules of equational reasoning. The proof of the converse implication is based on Lemma 2.8. Take two arbitrary actions $\alpha, \beta \in SK\mathcal{A}$ s.t. $\hat{I}_{SK\mathcal{A}}(\alpha) = \hat{I}_{SK\mathcal{A}}(\beta)$ they denote the same regular concurrent set. Now take $CDFA(\alpha)$ and $CDFA(\beta)$ to be the minimal deterministic automata corresponding to the actions and accepting respectively $\hat{I}_{SK\mathcal{A}}(\alpha)$ and $\hat{I}_{SK\mathcal{A}}(\beta)$. (Build first CNFA automata as in Theorem 2.5 and then transform them into unique deterministic automata cf. Corollary 2.7.) Because $\hat{I}_{SK\mathcal{A}}(\alpha) = \hat{I}_{SK\mathcal{A}}(\beta)$ we have that $CDFA(\alpha)$ and $CDFA(\beta)$ denote the same automaton (up to isomorphism of states). Now we apply $E$ to obtain an action $\gamma$ which is both $\gamma \equiv \alpha$ and $\gamma \equiv \beta$ (cf. Lemma 2.8). Therefore we have the conclusion $\alpha \equiv \beta$ (i.e. $SK\mathcal{A} \vdash \alpha = \beta$).

**Theorem 2.10 (decidability)** The problem of deciding whether $\alpha = \beta$ in $SK\mathcal{A}$ is solved in quadratic time and is PSPACE-complete.

**Proof:** The proof is a simple consequence of the completeness theorem. In order to test the equality of two actions we test the equality of the corresponding regular concurrent sets $\hat{I}_{SK\mathcal{A}}(\alpha)$ and $\hat{I}_{SK\mathcal{A}}(\beta)$. This is done with the help of the translation of the actions into automata on concurrent sets. Then we use the method of [SM73] to get the PSPACE-completeness and a table-filling method to get a quadratic running time [HMU00].

### 2.4 Application to deontic logic of actions

It was advocated by G.H. von Wright [VW68] that deontic logic would benefit from a “foundation of actions”, i.e. a logic of actions, and many of the philosophical paradoxes would go away. Important contributions to this approach were done by K. Segerberg for introducing structured actions inside the deontic modalities [Seg82]. More recent the deontic logic community is adopting propositional dynamic logic (PDL) in various forms as a basis for a deontic logic of actions; as found in the seminal work of J.-J.Ch. Meyer [Mey88] or in the recent approach of [BWM01] based on modal $\mu$-calculus. For a history of the developments of the (deontic) logic of actions see the survey [Seg92].

We do not make an investigation of the deontic logic formalism here but only of the algebra that stands at the basis of the semantics of the deontic modalities defined over the synchronous actions (see [Pri08] for the deontic logic presentation). The synchronous actions that appear inside the deontic modalities are constructed only with the $+$, $\cdot$, and $\times$ constructors of $K\mathcal{A}T$. We do not consider the Kleene $^*$ operator over the actions inside the deontic
modalities. Therefore these actions form a particular algebraic structure which we call \( \mathcal{CA} \).

We assume the reader familiar with the logical terminology used in this motivating paragraph; otherwise it is of no importance for the technical algebraic development below. None of the few papers that consider iteration (i.e. Kleene \( \ast \)) as an action operator under deontic modalities [vdM96, BWM01] give a precise motivation for having such recurring actions inside obligations (denoted with \( O \)), permissions (\( P \)), or prohibitions (\( F \)). Experience provides us examples which are counter intuitive: for the simple expression \( O(a^\ast) \) – “One is obliged to not pay, or pay once, or pay twice in a row, or...” – which puts no actual obligations; for \( P(a^\ast) \) – “One has the right to do any sequence of action \( a \)” – is a very shallow permission which is captured by the widespread Closure Principle in jurisprudence where what is not forbidden is permitted [Seg82]. Moreover, as pointed out in [BWM01] expressions like \( F(a^\ast) \) or \( P(a^\ast) \) should be simulated with the PDL modalities by respectively \( \langle a^\ast \rangle F(a) \) and \( [a^\ast] P(a) \). In our opinion repetition in legal contracts can be captured by using temporal or dynamic logic modalities combined with deontic modalities over \( \ast \)-free actions.

**Definition 2.11 (the \( \mathcal{CA} \) algebra)** \( \mathcal{CA} \) is a \( \sigma \)-algebra with signature \( \sigma = \{ +, \cdot, \times, 0, 1, \mathcal{A}_B \} \) which respects axioms (1)-(17) of Table 1. The term algebra \( T_{\mathcal{CA}}(\mathcal{A}_B) \) is free in the corresponding class of algebras \( \mathcal{CA}(\mathcal{A}_B) \) over the generators of \( \mathcal{A}_B \cup \{ 0, 1 \} \). In this context the elements of \( \mathcal{A}_D \) (i.e. the deontic actions) are the terms constructed with the grammar below:

\[
\alpha ::= a | 0 | 1 | \alpha + \alpha | \alpha \cdot \alpha | \alpha \times \alpha
\]

where \( a \in \mathcal{A}_B \).

**Lemma 2.11** The interpretation \( \hat{I}_{\mathcal{SKA}} \) of Definition 2.7 is a homomorphism from \( T_{\mathcal{CA}} \) to \( \ast \)-free \( \mathcal{ARCS} \) (i.e. the sets of concurrent words without the operation \( \ast \) of Definition 2.6).

**Definition 2.12 (rooted tree)** A rooted tree is an acyclic connected graph \( (\mathcal{N}, \mathcal{E}) \) with a designated node \( r \) called root node. \( \mathcal{N} \) is the set of nodes and \( \mathcal{E} \) is the set of edges (where an edge is an ordered pair of nodes \( (n,m) \)). We consider rooted trees with labeled edges and denote the labeled directed edges with \( (n,\alpha,m) \) and the tree with \( (\mathcal{N}, \mathcal{E}, \mathcal{A}_B) \). The labels \( \alpha \in 2^{\mathcal{A}_B} \) are sets of basic labels; e.g. \( \alpha_1 = \{a,b\} \) or \( \alpha_2 = \{a\} \) with \( a, b \in \mathcal{A}_B \). Labels are compared for set equality (or set inclusion). Note the special empty set \( \{\} \) label. We restrict our presentation to finite rooted trees (i.e., there is no infinite path in the graph starting from the root node). Moreover, we consider only deterministic trees (i.e. there are no two edges from the same node labeled with the same label). The set of all such defined trees is denoted \( \mathcal{T} \).
**Notation:** When the label of an edge is not important (i.e., it can be any label) we may use the notation \((n, m)\) instead of \((n, \alpha, m)\) \(\forall \alpha \in 2^{A_B}\). All nodes \(\{m \mid (n, m)\}\) are called the *child* nodes of \(n\). A path which cannot be extended with a new transition is called *final*. The final nodes on each final path are called *leaf nodes*; denote by \(\text{leafs}(T) = \{n \mid n \text{ is a leaf node}\}\).

**Theorem 2.12** Automata generated conform Theorem 2.5 from the three basic automata of Fig. 1 using the constructions corresponding to the operations of \(CA\) (i.e., operations pictured in Fig. 2(i), 2(ii), and Fig. 3) have the shape of trees.

**Proof:** It is easy to see that the only construction that may add loops is the one for * which we do not consider here. Moreover, the removal of \(\epsilon\)-transitions conform Proposition 2.4(5) does not introduce loops. Therefore the automata that we need to consider for \(CA\) are without loops. But also they do not have the shape of a tree because of the restriction of uniqueness of the final state. This restriction was necessary to make the construction from Fig. 3 for \(\times\) work in conjunction with the * construction. This is not the case any more and we can also drop this requirement, thus getting nondeterministic tree shapes for the constructed automata. The nondeterminism comes from the fact that we may have from one state two outgoing edges labelled with the same action. These are easily collapsed into one by collapsing the end nodes and renaming the following transitions accordingly (without changing the language accepted). This simple procedure works because there are no loops (i.e., there are no transitions which come back into the nodes that we collapse).

We can work with the actions of \(CA\) or with the trees of Theorem 2.12 interchangeably. This is the basic idea used in giving semantics to the deontic modalities applied over actions of \(CA\). The interpretations as trees are used to search the state space of the model. The logic formalism is out of the scope of this paper. In the sequel we concentrate on more properties of the actions which are useful in the deontic setting of legal contracts.

**Definition 2.13 (canonical form for \(CA\))** We say that an action \(\alpha\) of \(CA\) (i.e., defined with the operators \(+, \cdot, \times\)) is in canonical form denoted by \(\underline{\alpha}\) iff it has the following form:

\[\underline{\alpha} = + \sum_{i \in I} \alpha^i \cdot \alpha^i\]

where \(\alpha^i \in A_B^\times\) and \(\alpha^i \in A^D\) is an action of \(CA\) in canonical form. The indexing set \(I\) is finite as the compound actions \(\alpha\) are finite; i.e., there is a finite number of application of the \(+\) operator. Actions 0 and 1 are considered in canonical form.
Theorem 2.13 For every action $\alpha$ of the algebra $\mathcal{C}A$ we have a corresponding $\alpha$ in canonical form and equivalent to $\alpha$.

Proof: We use structural induction on the structure of the actions of $\mathcal{A}^D$ given by the constructors of the algebra. In the inductive proof we take one case for each action construct. The proof also makes use of the axioms (1)-(17). For convenience in the presentation of the proof we define for an action in canonical form $\alpha$ the set $R = \{\alpha_i^x \mid i \in I\}$ to contain all the concurrent actions on the first "level" of $\alpha$. Based on, we often use in the proof the alternative notation for the canonic form $\alpha = +\alpha_i^x \cdot \alpha'$ which emphasizes the exact set of the concurrent actions on the first level of the action $\alpha$. Often the $R$ in the notation is omitted for brevity.

Basis:

a) When $\alpha$ is a basic action $a$ of $\mathcal{A}_B$ it is immediately proven to be in canonical form just by looking at the definition of the canonical form. Action $a$ is in canonical form with the set $R$ containing only one element, namely $a$ and the $\cdot$ constructor is applied to $a$ and to skip action $\mathbf{1}$ ($a \cdot \mathbf{1} = a$). Note that the choice (+) of only one action ($+a$) should be understood as choice among fail action $\mathbf{0}$ and $a$ ($+a \overset{def}{=} \mathbf{0} + a = a$).

b) The special actions $\mathbf{1}$ and $\mathbf{0}$ are considered by definition to be in canonical form.

In the inductive step we consider only one step of the application of the constructors; the general compound actions should follow from the associativity of the constructors.

Inductive steps:

a) Consider $\alpha = \beta + \beta'$ is a compound action obtained by applying once the $+$ constructor. By the induction hypothesis $\beta$ and $\beta'$ are in canonical form. It means that $\beta = +b_i \cdot \beta_i$ and $\beta' = +b'_j \cdot \beta'_j$. Because of the associativity and commutativity of $+$, $\beta + \beta'$ is also in canonical form:

$$\beta + \beta' = +\sum_{b_i \in B} b_i \cdot \beta_i + \sum_{b'_j \in B'} b'_j \cdot \beta'_j = +\sum_{a \in B \cup B'} a \cdot \beta_a$$

where $a$ and $\beta_a$ are related in the sense that if $a = b_i$ then $\beta_a = \beta_i$ and if $a = b'_j$ then $\beta_a = \beta'_j$. Because the inductive hypothesis states that all $\beta_i$ and $\beta'_j$ are in canonical form it follows that also $\beta_a$ (which is just a change of notation) are in canonical form.

b) Consider $\alpha = \beta \cdot \beta'$ with $\beta = +b_i \cdot \beta_i$ and $\beta' = +b'_j \cdot \beta'_j$ in canonical form. We now make use of the distributivity of $\cdot$ over $+$, and of the
associativity of \( \cdot \) and \(+\) constructors. \( \alpha \) transforms in several steps into a canonical form. In the first step \( \alpha \) is:

\[
\alpha = \beta \cdot \beta' = ( \sum_{b_i \in B} b_i \cdot \beta_i ) \cdot ( \sum_{b'_j \in B'} b'_j \cdot \beta'_j )
\]

and if we consider \(|B| = m\) then \( \alpha \) becomes:

\[
\alpha = b_1 \cdot \beta_1 \cdot ( \sum_{b'_j \in B'} b'_j \cdot \beta'_j ) + \ldots + b_m \cdot \beta_m \cdot ( \sum_{b'_j \in B'} b'_j \cdot \beta'_j )
\]

Subsequently \( \alpha \) distributes the \( \cdot \) over all the members of the choice actions. In the end \( \alpha \) becomes a choice of sequences; when we consider \(|B| = m\) and \(|B'| = k\).

\[
\alpha = b_1 \cdot \beta_1 \cdot b'_1 \cdot \beta'_1 + \ldots + b_m \cdot \beta_m \cdot b'_k \cdot \beta'_k
\]

This is clearly a canonical form because all actions \( \beta_i \cdot b'_j \cdot \beta'_j \) are in canonical form due to the inductive hypothesis.

c) Consider \( \alpha = \beta \times \beta' \) with \( \beta = +_{b_i} b_i \cdot \beta_i \) and \( \beta' = +_{b'_j} b'_j \cdot \beta'_j \) in canonical form. The proof of this case is fairly lengthy and we show here only a simple particular case.

Let us consider actions \( \beta = b \cdot \beta', \gamma = c \cdot \gamma', \) and \( \delta = d \cdot \delta' \) in canonical form. They are the components of \( \alpha = (\beta + \gamma) \times \delta \). We apply the distributivity of \( \times \) with respect to \(+\) and get:

\[
\alpha = \beta \times \delta + \gamma \times \delta = (b \cdot \beta') \times (d \cdot \delta') + (c \cdot \gamma') \times (d \cdot \delta')
\]

By applying equation (17) we get:

\[
\alpha = b \times d \cdot \beta' \times \delta' + c \times d \cdot \gamma' \times \delta'
\]

This shows that \( \alpha \) is in canonical form because by the inductive supposition \( \beta' \times \delta' \) and \( \gamma' \times \delta' \) are in canonical form.

\( \square \)

For the actions inside the deontic modalities one important notion is that of action negation. There have been a few works related to negation of actions [Mey88, HKT00, LW04, Bro03]. In [Mey88], the same as in [HKT00] action negation is with respect to the universal relation which, for example for PDL gives undecidability. Decidability of PDL with negation of only atomic actions has been achieved in [LW04]. A so called “relativized action complement” is defined in [Bro03] which is basically the complement of an action (not with respect to the universal relation but) with respect to a set
formed of atomic actions closed under the application of the action operators. This kind of negation still gives undecidability when several action operators are involved.

In our view action negation says that the negation $\overline{\alpha}$ of action $\alpha$ is the action given by all the immediate actions that take us outside the tree of $\alpha$ [BWM01]. With $\overline{\alpha}$ it is easy to formally define $\overline{\alpha}$. Note that our definition is not with respect to the universal relation and it is defined for all actions (not only the basic actions).

**Definition 2.14 (action negation)** The action negation is a derived operator denoted by $\overline{\alpha}$ and is defined as a function $\overline{\cdot} : A^D \to A^D$ (i.e. action negation is not a principal combinator for the actions) which works on the equivalent canonical form $\alpha$ as:

$$\overline{\alpha} = + \sum_{i \in I}^{\alpha_i \cdot \overline{\alpha}^i} + \beta_x + \sum_{j \in J}^{\gamma_j \cdot \overline{\alpha}^j}$$

Consider $R = \{\alpha_x^i \mid i \in I\}$. The set $\overline{R}$ contains all the concurrent actions $\beta_x$ with the property that $\beta_x$ is not more demanding than any of the actions $\alpha_x^i$:

$$\overline{R} = \{\beta_x \mid \beta_x \in A_B^x \text{ and } \forall i \in I, \alpha_x^i \not\preceq \beta_x\},$$

and $\gamma_j \in A_B^x$ and $\exists \alpha_j^i \in R$ s.t. $\alpha_j^i \preceq \gamma_j^i$. The indexing set $I' \subseteq I$ is defined for each $j \in J$ as:

$$I' = \{i \in I \mid \alpha_x^i \preceq \gamma_j^i\}.$$  

**Remark:** The negation operation formalizes the fact that an action is not performed. In an active system this boils down to performing the action given by $\overline{\alpha}$. In other words not performing action $\alpha$ means either not performing any of its immediate actions $\alpha_x^i$, or by performing one of the immediate actions and then not performing the remaining action. Note that to perform an action $\alpha_x^i$ means to perform any action that includes $\alpha_x^i$ (this is encoded by the demanding relation $<\times$). Therefore in the negation we may have actions $\gamma_j^i$ which include more immediate actions, e.g. $\alpha = a \cdot b + c \cdot d$ and may perform $\gamma_j^i = a \times c$. At this point we need to look at both actions $b$ and $d$ in order to derive the negation, e.g. performing now $d$ means that $\alpha$ was done, whereas performing $c$ means that $\alpha$ was not done (and $a \times c \cdot c$ must be part of negation).

**Proposition 2.14 (action negation is an action)** 1. The negation operator returns an action.

2. The negation of an action $\alpha$ is in canonical form.

---

Intuitively, action negation encodes the violation of an obligation in legal contracts.
Proof: For 1 we have to prove that there is no infinite branching and also no infinite depth in the action returned by the negation operation $\neg$ (as actions of $\mathcal{CA}$ are finite terms). This is fairly simple to see.

The first possible source of infinite branching is $R$. This is ruled out because $R$ is a finite set as it contains elements of $A \times B$ which is finite. The indexing set $J$ is finite (having maximum size of $|A \times B|$) thus ruling out this second possible source of infinite branching. Lastly, because $\gamma_j \times$ is an action from $A_\beta$ it is finite, and because the demanding relation $<_x$ is a partial order over $A_\beta$ (cf. Proposition 2.1) then there is only a finite number of $\alpha_i^x$ less demanding than $\gamma_j^x$, which makes the indexing set $I'$ also finite. In any way, because the actions $\alpha$ are finite then they have finite branching, thus the indexing set $I$ is finite. Therefore, $I'$ is finite as clearly $|I'| \leq |I|$.

It remains to argue that $\pi$ has finite depth. The first part of the action negation (i.e. $+_{\beta \in R} \beta$) introduces only branches of finite depth. Actually this is the part which ends each branch of the action negation. Therefore the only source of infinite depth may be the second part (i.e. $+_{j \in J} \gamma_j^x \cdot +_{i \in I'} \alpha_i^x$).

Note that the definition of action negation is a recursive one and also note that it goes stepwise; meaning at each recursion step it decreases the length of the action it applies to. Naturally at some point (because the action $\alpha$ has finite depth) $\alpha^i$ will become $1$. At this point the recursive application of $\neg$ stops in a $0$ action.

For 2 the action negation respects the canonical form because it is a choice between sequences of an action (i.e. $\gamma$ or $\alpha_i^x$) which is only a basic action or a concurrent action; and each of these are followed by an action which is also in canonical form (i.e. respectively $1$ and $\overline{\alpha}$ which is in canonical form by structural induction).

Definition 2.15 (representation independence) Consider a set $S$ equipped with an equivalence relation $\equiv$. We call a function $f : S \to S$ independent of the representation iff $\forall a, b \in S$ then if $a \equiv b$ implies $f(a) \equiv f(b)$.

If a function is independent of the representation then the result of the application of the function on any of the elements of an equivalence class is equivalent with the result of the application on the representant element of the equivalence class. The next result is a negative one as it shows that the negation operator $\neg$ is not independent of the representation. This negative result is because we do not have a notion of unique normal form for the actions that the negation is applied to.

Proposition 2.15 The function $\neg : \mathcal{A} \to \mathcal{A}$ is not independent of the representation of the actions of $\mathcal{A}$.

Proof: The proof is immediate by considering a counterexample. Take the actions $a$ and $a + b \cdot 0$ where $\mathcal{A}_B = \{a, b, c\}$ contains three basic actions.
Obviously \( a = a + b \cdot 0 \) by axioms (7) and (3). Then by Definition 2.14 we have that \( \mathbf{7} = c + b + b \cdot c + a \cdot 0 \) (7),(3) \( \Rightarrow c + b + b \cdot c = c + a \cdot 0 + b \cdot 1 \) (7),(3),(6) \( \Rightarrow c + b = c + a \cdot 0 + b \cdot 1 \). Note that the first = sign is to show what returns the \( \neg \) function, where the second = sign represents the equality over actions from the \( \mathcal{C}\mathcal{A}\mathcal{T} \) algebra. Obviously \( c + b + b \cdot c \neq c + b \) which ends our proof. \( \square \)

### 3 Synchronous Kleene Algebra with Boolean Tests

We follow the work of D. Kozen [Koz97b] on defining Kleene algebras with tests.

**Definition 3.1** Synchronous Kleene algebra with tests is given by \( \mathit{SKAT} = (\mathcal{A}, \mathcal{A}^?, +, \cdot, \times, ^*, \neg, 0, 1) \) which is an order sorted algebraic structure with \( \mathcal{A}^? \subseteq \mathcal{A} \) that combines the previously defined \( \mathit{SKA} \) with a Boolean algebra in a special way we see in this section. The structures \( (\mathcal{A}^?, +, \cdot, \times, \neg, 0, 1) \) and \( (\mathcal{A}^?, +, \cdot, \neg, 0, 1) \) are Boolean algebras and the Boolean negation operator \( \neg \) is defined only on Boolean elements of \( \mathcal{A}^? \).

**Notation:** The elements of the set \( \mathcal{A}^? \) are called tests (or guards) and are included in the set of actions of the \( \mathit{SKA} \) algebra (i.e. tests are special actions; \( \mathcal{A}^? \subseteq \mathcal{A} \)). As in the case of actions, the Boolean algebra is generated by a finite set \( \mathcal{A}_B^? \) of basic tests. We denote tests by \( \phi, \varphi, \ldots \) and basic tests by \( p, q, \ldots \). Note the overloading of the functional symbols \(+, \cdot, \times\), and functional constants \( 0, 1 \): over arbitrary actions they have the meaning as in the previous section; whereas, over tests they take the meaning of the classical disjunction (for \(+\), which sometimes we denote by \( \lor \)), conjunction (for \(\cdot\) and \(\times\) which sometimes we denote by \(\land\)), falsity and truth (for \( 0, 1 \) which we often denote by \( \bot \) and \( \top \)). In this richer context the elements of \( \mathcal{A} \) (i.e. the actions and tests) are the syntactic terms constructed with the grammar below:

\[
\begin{align*}
\alpha & ::= \ a \mid \phi \mid \alpha + \alpha \mid \alpha \cdot \alpha \mid \alpha \times \alpha \mid \alpha^* & \text{actions} \\
\phi & ::= \ p \mid 0 \mid 1 \mid \phi + \phi \mid \phi \cdot \phi \mid \phi \times \phi \mid \neg \phi & \text{tests}
\end{align*}
\]

The intuition behind tests is that for an action \( \phi \cdot \alpha \) it is the case that action \( \alpha \) can be performed only if the test succeeds (the guard \( \phi \) is satisfied). We do not go into details about the properties of a Boolean algebra as these are classical results. For a thorough understanding see [Koz97b] and references therein.

**Remarks:** Note that the preference relation \( \leq_+ \) is defined over tests also and \( 1 \) is the most preferable test; i.e. \( \forall \phi \in \mathcal{A}^?, \phi \leq_+ 1 \). It is natural to think
of 1 as ⊤ because testing a tautology always succeeds; i.e. ⊤ · α = 1 · α = α, which says that the action α can always be performed after a ⊤ test. The dual is ⊥ = 0 meaning that testing a falsity never succeeds, and thus, any following action α is never performed; i.e. 0 · α = ⊥ · α = ⊥ (the action sequence stops when it reaches the ⊥ test).

**Definition 3.2 (extra axiom)** We give the equivalent of axiom (17) for tests:

\[(17′) \quad (φ · α) × (φ · β) = (φ × φ) · (α × β) \quad ∀ φ, ϕ ∈ A^?.\]

**Remark:** Note that ⊤ ∈ A^? and therefore this axiom allows sequences of actions with 1, which was not the case in axiom (17). On the other hand 1 is dealt with only in conjunction with another test, and not with another action. Particular instances of this axiom are α × φ = φ · α and φ × α = φ · α. Note that (φ · α) × (φ · β) is (φ ∧ φ) · α × β.

### 3.1 Interpretation over regular sets of guarded concurrent strings

Guarded strings have been introduced in [Kap69] and have been used to give interpretation to the Kleene algebra with tests [Koz97 b]. Here we need an extension to guarded concurrent strings similar to the extension we gave in Section 2.2 from strings to concurrent strings. We intentionally overload several symbols as they have the same intuitive meaning but the particular definitions (adapted to guarded concurrent strings) are different.

**Definition 3.3 (guarded concurrent strings)** Over the set of basic tests \( A_B \) we define atoms as functions \( ν : A_B \rightarrow \{0, 1\} \) assigning a Boolean value to each basic test. Consider the finite alphabet \( P(A_B) \) of all the subsets of basic actions (denoted by \( x, y \)). A guarded concurrent string (denoted by \( u, v, w \)) is a sequence

\[ w = ν_0x_1ν_1...x_nν_n, \quad n ≥ 0, \]

where \( ν_i \) are atoms and \( x_i ∈ P(A_B) \) are sets of basic actions. We define first\((w) = ν_0 \) and last\((w) = ν_n \).

**Notation:** Denote by Atoms = \( \{0, 1\}^{A_B} \) the set of all atoms \( ν \). There are \( |Atoms| = 2^{|A_B|} \) atoms in total. We say that an atom satisfies a test \( φ \) (denote it by \( ν ⇒ φ \)) if the truth assignment of the atom \( ν \) to the basic tests makes \( φ \) true. Note that for basic tests \( ν ⇒ p \) if \( ν(p) = 1 \). Note that a guarded concurrent string is starting with an atom and ends in an atom. We define two mappings over guarded concurrent strings: \( τ \) which returns the associated (unguarded) concurrent string; i.e. \( τ(w) = x_1...x_n \) and \( π \)
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which returns the sequence of guards; i.e. \( \pi(w) = \nu_0\nu_1 \ldots \nu_n \). Consider \( \text{Pref}(\pi(w)) \) to be the set of all prefixes of \( \pi(w) \). Recall that when the concurrent action \( \alpha_x \) is known or important then we use the notation \( \{\alpha_x\} \in \mathcal{P}(\mathcal{A}_B) \) instead of \( x_i \).

**Definition 3.4 (sets of guarded concurrent strings)** Consider sets of guarded concurrent strings, denoted \( A, B, C \). We define the following operations:

\[
0 \triangleq \emptyset \\
1 \triangleq \text{Atoms} \\
A + B \triangleq A \cup B \\
A \cdot B \triangleq \{uv \mid u \in A, v \in B\} \\
A \times B \triangleq \{u \times v \mid u \in A, v \in B\} \\
A^* \triangleq \bigcup_{n \geq 0} A^n \\
\neg A \triangleq \text{Atoms} \setminus A, \forall A \subseteq \text{Atoms}
\]

where \( u = \nu_0 x_1 \nu_1^u \ldots x_n \nu_n^u \) and \( v = \nu_0^v y_1 \nu_1^v \ldots y_m \nu_m^v \) are guarded concurrent strings. The operation \( \cup \) is just union over sets. The fusion product \( uv \) of two guarded concurrent strings is defined iff \( \text{last}(u) = \text{first}(v) \) and is \( uv = \nu_0^u x_1 \ldots x_n \nu_n^u y_1 \nu_1^v \ldots y_m \nu_m^v \). The concurrency operation on guarded concurrent strings \( u \times v \) is defined iff \( \pi(u) \in \text{Pref}(\pi(v)) \) when \( m \geq n \) (whereas when \( n \geq m \) we interchange \( u \) and \( v \)) and is:

\[
u_0^u (x_1 \cup y_1) \nu_1^u (x_2 \cup y_2) \nu_2^v \ldots (x_n \cup y_n) \nu_n^v y_{n+1} \nu_{n+1}^v \ldots y_m \nu_m^v
\]

**Remark:** Note that when \( n, m = 0 \), i.e. the guarded concurrent strings are just atoms then the two operations \( \cdot \) and \( \times \) over sets become the equivalent of \( \cap \).

**Theorem 3.1** Any set of guarded concurrent sets containing \( \emptyset \), \( \text{Atoms} \), and the sets corresponding to \( \mathcal{A}_B \) and \( \mathcal{A}_B^* \) (i.e. those sets returned by the \( \text{I}_{\text{SKAT}} \) of Definition 3.5 below), and closed under the operations \( +, \cdot, \times, ^*, \neg \) of Definition 3.4 is a synchronous Kleene algebra with tests. Call these the class of algebras of guarded concurrent sets.

**Proof:** Simply by routine check of the axioms of \( \mathcal{S}\mathcal{K}_A \) of Table 1 together with the extra axiom for tests \( (17') \). Moreover the axioms for the two Boolean algebras of Definition 3.1 are also respected. \( \square \)

**Remark:** The smallest algebra of guarded concurrent sets is called the algebra of regular guarded concurrent sets and is denoted \( \mathcal{A}_{\mathcal{RGC}} \). We call it “regular” because it can be constructed using the standard interpretation \( \hat{\text{I}}_{\text{SKAT}} \) defined below.
Definition 3.5 (interpretation) We define the interpretation of the actions as the homomorphism \( \hat{I}_{SKAT} \) from \( SKAT \) into the sets of guarded concurrent strings. \( \hat{I}_{SKAT} \) is the homomorphic extension of the map \( I_{SKAT} : A_B \cup A_B^? \cup \{0, 1\} \rightarrow ARGCS \) which maps the generators of \( I_{SKAT} \) into regular sets of guarded concurrent strings as follows:

\[
\begin{align*}
I_{SKAT}(a) &= \{ \nu \{a\} \nu' \mid \nu, \nu' \in Atoms \}, \forall a \in A_B \\
I_{SKAT}(p) &= \{ \nu \in Atoms \mid \nu(p) = 1 \}, \forall p \in A_B^? \\
I_{SKAT}(0) &= \emptyset \\
I_{SKAT}(1) &= Atoms
\end{align*}
\]

The homomorphic extension is classical:

\[
\begin{align*}
\hat{I}_{SKAT}(\alpha) &= I_{SKAT}(\alpha), \forall \alpha \in A_B \cup A_B^? \cup \{0, 1\} \\
\hat{I}_{SKAT}(\alpha + \beta) &= \hat{I}_{SKAT}(\alpha) + \hat{I}_{SKAT}(\beta) \\
\hat{I}_{SKAT}(\alpha \cdot \beta) &= \hat{I}_{SKAT}(\alpha) \cdot \hat{I}_{SKAT}(\beta) \\
\hat{I}_{SKAT}(\alpha \times \beta) &= \hat{I}_{SKAT}(\alpha) \times \hat{I}_{SKAT}(\beta) \\
\hat{I}_{SKAT}(\alpha^*) &= \hat{I}_{SKAT}(\alpha)^* \\
\hat{I}_{SKAT}(\neg \phi) &= \neg \hat{I}_{SKAT}(\phi)
\end{align*}
\]

3.2 Automata on guarded concurrent strings

Automata on guarded strings have been introduced in [Koz03a] as an extension of classical finite state automata with transitions labeled with any test of \( A^? \). These automata accept regular languages of guarded strings. We give here an alternative presentation of automata on guarded strings to suite better our extension to recognize guarded concurrent strings.

Proposition 3.2 (automata for guards) For the set of Atoms there exists a class of finite state automata which accept all and only the subsets of atoms.

Proof: This is a folk result. Recall that the set Atoms is the finite set of functions \( \nu : A_B^? \rightarrow \{0, 1\} \) from the finite domain of basic tests \( A_B^? \) to the truth set \( \{0, 1\} \). We define a class of finite automata which recognize functions \( f : A \rightarrow B \) with finite domain and codomain, and thus, the languages accepted are subsets of the finite set of all possible functions \( f \) and nothing else. As a particular case when \( A = A_B^? \) and \( B = \{0, 1\} \) this class of finite automata will accept languages of atoms.

Take a finite state automaton \( M = (S, \Sigma, S_0, \rho, F) \) with the following restrictions:

1. \( S_0 \subseteq S, F \subseteq S \) the set of initial and final states;
2. \( \Sigma = A \cup B \) the two sorted (disjoint) alphabet;
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3. \( \rho = \rho_A \cup \rho_B \) the transition relation as the union of the two disjoint relations \( \rho_A \subseteq S \times A \times S \) and \( \rho_B \subseteq S \times B \times S \);

4. Any final trace (i.e. trace which starts in a start state and ends in a final state) of the automaton is of length \( 2 \times |A| \) and no element of \( A \) appears twice on a final trace (i.e. no two transitions in the final trace are labeled with the same \( a \in A \));

5. \( \forall (s_1, b, s_2) \in \rho_B \) then \( s_1 \notin S \) and \( \not\exists (s_2, b', s_3) \in \rho_B \);

6. \( \forall (s_1, a, s_2) \in \rho_A \) then \( s_2 \notin F \) and \( \not\exists (s_2, a', s_3) \in \rho_A \).

Denote the set of all such automata by \( M \).

We need to show that the automata with the restrictions above cannot accept something that is not an encoding of a total function. The condition 2 ensures that any string accepted is from \( (A + B)^* \). Condition 5 ensures that no string starts with an element of \( B \) and that there cannot be two consecutive elements from \( B \) in any string. Condition 6 ensures that no string ends with an element from \( A \) and that there cannot be two consecutive elements from \( A \) in any string. Therefore, all strings accepted start with an element of \( A \) and end with an element from \( B \) and they are strict alternations of elements from \( A \) and \( B \). Condition 4 ensures that the strings accepted have length \( 2 \times |A| \) therefore, it has \( n \) elements from \( A \) each followed by one element from \( B \). Moreover, condition 4 ensures that no element of \( A \) appears twice in the accepted strings and therefore, all elements of \( A \) appear. Therefore this is the representation of a total function from \( A \) to \( B \). (The representation of a function from \( A \) to \( B \) is a set of \( n \) pairs \( (a, b) \in A \times B \) where \( n = |A| \), there are no two pairs with the same first element, and for each element from \( A \) there is a pair with this being the first element.)

We show that for any function \( f : A \rightarrow B \) we can build an automaton which accepts it; i.e. its encoding as a string from \( (AB)^n \). The automaton starts with a transition labelled from \( A \) and follows with a transition labelled from \( B \) and continues like this for \( n \) times ending in \( F \); each time using a different element from \( A \). It is clear that the automaton respects the conditions above as no transition labelled from \( B \) starts in an initial state, and no transition labelled from \( A \) ends in \( F \). The trace constructed has length \( 2 \times n \). Moreover, the restriction that no label from \( A \) is repeated on the trace is respected. If we want to accept a set of functions than we simply enumerate in this manner all functions (or equivalently make the union of the automata for each individual function).

There may be several different automata accepting the same function. Moreover, one automaton may accept two different strings encoding the same function. This is because we do not have an order on the elements of \( A \). If we require an arbitrary total order on \( A \) which must be respected by each of the final traces of the automata, then the uniqueness of the representation is guaranteed. \( \square \)
**Corollary 3.3** Automata as defined in Proposition 3.2 but on the particular alphabet \( \Sigma = A_B^I \cup \{0, 1\} \) accept all and only the sets of atoms.

**Corollary 3.4** Automata of Proposition 3.2 are closed under the classical operations on finite automata union (denoted \( \cup \)) and intersection (denoted \( \cap \)); and correspond respectively to union of sets of functions and intersection of sets of functions. Automata of Proposition 3.2 are not closed under concatenation.

**Definition 3.6 (automata on guarded concurrent strings)** Consider a two level finite automaton \( N = (S, \mathcal{P}(A_B), S_0, \rho, F, [\cdot]) \). It consists at the first level of a finite automaton on concurrent strings as in Definition 2.8; i.e. \((S, \mathcal{P}(A_B), S_0, \rho, F)\), together with a map \([\cdot] : S \rightarrow \mathcal{M}\). The mapping associates with each state of the first level an automaton \( M \in \mathcal{M} \) as defined in Proposition 3.2 which accepts atoms. The automata in the states make the second (lower) level. Denote the language of atoms accepted by \([s]\) with \( L([s]) \).

**Definition 3.7 (acceptance)** Take the definitions and notations for automata on concurrent strings from Section 2.3. We say that a guarded concurrent string \( w \) is accepted by an automaton \( N \) iff there exists an accepting run of the first level automaton which accepts \( \tau(w) \) and for each state \( s_i \) of the run there exists an accepting run of the automaton \([s_i]\) which accepts the corresponding atom \( \nu_i \) of \( w \).

**Remark:** It is easy to see that the automata on guarded concurrent strings can be considered as ordinary finite state automata. The two level definition that we give is useful in defining the fusion product and concurrent composition operations over these automata. Henceforth we denote automata on guarded concurrent strings (as defined in Definition 3.6) by GNFA.

**Definition 3.8 (fusion product)** Consider two (disjoint) automata over guarded concurrent strings given by \( N_1 = (S_1, \mathcal{P}(A_B), S_0^1, \rho_1, F_1, [\cdot]) \) and \( N_2 = (S_2, \mathcal{P}(A_B), S_0^2, \rho_2, F_2, [\cdot]) \). Define the fusion product automaton

\[ N_{12} = (S, \mathcal{P}(A_B), S_0, \rho, F, [\cdot]) \]

where:

- \( S = (S_1 \setminus F_1) \cup (S_2 \setminus S_0^2) \cup S' \);
- \( S' = F_1 \times S_0^2 \) and for \( s \in S' \) denote \( s|_{F_1} \in F_1 \) the first component, and \( s|_{S_0^2} \) the second component;
- \( S_0 = S_0^1 \);
\( F = F_2; \)

\( \rho = (\rho_1 \setminus \{(s_1, a, s_2) \in \rho_1 \mid s_2 \in F_1\}) \cup (\rho_2 \setminus \{(s_1, a, s_2) \in \rho_2 \mid s_1 \in S_0^2\}) \)

\( \cup \{(s_1, a, s) \mid s \in S' \text{ and } (s_1, a, s|_{F_1}) \in \rho_1\} \)

\( \cup \{(s, a, s_1) \mid s \in S' \text{ and } (s|_{S_0^2}, a, s_1) \in \rho_2\}; \)

\( \forall s \in S', [s] = [s|_{F_1}] \cap [s|_{S_0^2}]. \)

The first two conditions ensure that we combine the final states of the first automaton with all the initial states of the second automaton, so to get all possible concatenations. The next two conditions set the initial states to be the initial states of \( N_1 \) and the final states to be the final states of \( N_2 \).

The condition on the transition relation keeps all the transitions from both automata and modifies accordingly those transitions that have to do with the old final states of \( N_1 \) and the old initial states of \( N_2 \).

The last condition makes sure that we concatenate only guarded concurrent strings that have the same atoms \textit{last} and \textit{first} (i.e. we keep in the new nodes of \( S \) only those atoms that correspond to both the old final nodes of \( N_1 \) and to the old initial nodes of \( N_2 \)).

**Definition 3.9 (concurrent composition)** For two (disjoint) automata over guarded concurrent strings \( N_1 = (S_1, P(A_B), S_0^1, \rho_1, F_1, [\cdot]_1) \) and \( N_2 = (S_2, P(A_B), S_0^2, \rho_2, F_2, [\cdot]_2) \) take the concurrent composition operation as defined in Theorem 2.5 for finite automata over concurrent strings. This construction is applied here to the top level automata. For the lower level automata of the nodes do their intersection: \( \forall (s_1, s_2) \in S_1 \times S_2, [(s_1, s_2)] = [s_1] \cap [s_2]. \)

**Proposition 3.5** Automata on guarded concurrent strings are closed under union, fusion product, and concurrent composition.

**Proof:** The union operation for automata on guarded concurrent strings is the same as given in Theorem 2.5 for automata on concurrent strings where any new first level nodes that are added have as automata on second level accepting anything (i.e. accepting the set \textit{Atoms}). For the fusion product it is clear that the top level automaton remains an automaton on concurrent strings and in each nodes the intersection of the automata for guards gives also an automaton for guards (because of closure under intersection; see Corollary 3.4). The same observation applies to the concurrent composition.

**Theorem 3.6 (translation into automata)** For any action \( \alpha \in SKAT \) we can construct an automaton \( GNFA(\alpha) \) which accepts the regular set \( I_{SKAT}(\alpha) \).
Proof: We follow a similar recursive construction of the automaton based on the structure of the actions as we did in Theorem 2.5. We give constructions for the basic actions (here the recursion stops) and for each action constructor of \( SKAT \). In each case we have to show that the automaton accepts the same set of guarded concurrent strings as the interpretation of the actions. To show this we use an inductive argument.

From Proposition 3.2 we know how to construct an automaton for guards to recognize a given set of atoms. More precisely we know how to construct an automaton for guards which recognizes the set of atoms which make only the basic test \( p \) true; or make only some or none of the basic tests true.

**Basis:** For a basic test \( p \) the automaton consists of only one top level state \( s \) which is both the initial and the final state. The second level automaton \([s]\) is such constructed to accept all and only the atoms which make the basic test \( p \) true. It is clear that this automaton accepts the set of guarded concurrent strings \( \{ \nu \in Atoms \mid \nu(p) = 1 \} \) which corresponds to \( \hat{I}_{SKAT}(p) \).

For the special actions \( 0 \) and \( 1 \) the construction is similar to that for tests. For \( 0 \) the automaton \([s]\) accepts the empty set thus the whole automaton accepts \( \hat{I}_{SKAT}(0) = \emptyset \). For \( 1 \) the automaton \([s]\) accepts all possible strings (i.e. an universal automaton) encoding all possible atoms; thus the automaton \( GNFA(1) \) accepts \( Atoms = \hat{I}_{SKAT}(1) \).

For a basic action \( a \in A_B \) we construct an automaton which at the top level is as the automaton in Fig.2(i) and at the second level the automata \([s_1]\) and \([s_2]\) both accept \( Atoms \); thus \( GNFA(a) \) accepts \( \{ \nu(a) \nu' \mid \nu, \nu' \in Atoms \} = \hat{I}_{SKAT}(a) \).

**Induction:** Corresponding to the action constructors \( \cdot \) and \( \times \) we have respectively the constructions of fusion product and concurrent composition on automata given in Definition 3.8 and Definition 3.9.

Consider \( \alpha = \alpha_1 \cdot \alpha_2 \). By the inductive hypothesis we have \( L(GNFA(\alpha_1)) = \hat{I}_{SKAT}(\alpha_1) \) and \( L(GNFA(\alpha_2)) = \hat{I}_{SKAT}(\alpha_2) \). From Definition 3.5 we know \( \hat{I}_{SKAT}(\alpha) = \hat{I}_{SKAT}(\alpha_1) \cdot \hat{I}_{SKAT}(\alpha_2) \) where \( \cdot \) is as in Definition 3.4. The construction for fusion product of Definition 3.8 generates \( GNFA(\alpha) \) s.t. it accepts \( w = w_1w_2 \) where \( w_1 \in GNFA(\alpha_1) \) and \( w_2 \in GNFA(\alpha_2) \) (i.e. \( w_1 \in \hat{I}_{SKAT}(\alpha_1) \) and \( w_2 \in \hat{I}_{SKAT}(\alpha_2) \)). Moreover, \( last(w_1) = first(w_2) \) because of the last constraint of Definition 3.8. Therefore, \( w \) is contained in \( \hat{I}_{SKAT}(\alpha_1) \cdot \hat{I}_{SKAT}(\alpha_2) \) cf. Definition 3.4.

It remains to prove the opposite inclusion; i.e. that for any two \( w_1 \in \hat{I}_{SKAT}(\alpha_1) \) and \( w_2 \in \hat{I}_{SKAT}(\alpha_2) \) we have that if \( w_1w_2 \in \hat{I}_{SKAT}(\alpha_1 \cdot \alpha_2) \) then \( w_1w_2 \in L(GNFA(\alpha_1 \cdot \alpha_2)) \). From the same inductive hypothesis we know that \( w_1 \in GNFA(\alpha_1) \) and \( w_2 \in GNFA(\alpha_2) \). Because \( w_1w_2 \in \hat{I}_{SKAT}(\alpha_1 \cdot \alpha_2) \) then we know (cf. Definition 3.4) that \( last(w_1) = first(w_2) \). According to Definition 3.8 the last condition is satisfied for the \( w_1 \) and \( w_2 \) and thus the word \( w_1w_2 \) is accepted by the fusion product of \( GNFA(\alpha_1) \) and \( GNFA(\alpha_2) \);
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thus the conclusion.

Consider $\alpha = \alpha_1 \times \alpha_2$. We consider only the inclusion $L(GNFA(\alpha)) \subseteq \hat{I}_{SKAT}(\alpha)$; the opposite inclusion is simple and follows a similar reasoning as in the case before. By the inductive hypothesis we have $L(GNFA(\alpha_1)) = \hat{I}_{SKAT}(\alpha_1)$ and $L(GNFA(\alpha_2)) = \hat{I}_{SKAT}(\alpha_2)$. The $\hat{I}_{SKAT}(\alpha_1 \times \alpha_2)$ is constructed as in Definition 3.4 and $GNFA(\alpha_1 \times \alpha_2)$ is the concurrent composition as in Definition 3.9 of the two smaller automata. From Theorem 2.5 we know that the word accepted by $GNFA(\alpha_1 \times \alpha_2)$ comes from the synchronous composition of two words accepted by the smaller automata $GNFA(\alpha_1)$ and $GNFA(\alpha_2)$. For our case of guarded concurrent strings the synchronous composition is restricted only to strings which have the same guards. In the automata GNFA this is achieved by the intersection of all the lower level automata for each new nodes.

For the action constructors $+$ and $\ast$ we have the classical constructions from Fig.2(i) respectively Fig.2(iii) defined in Theorem 2.5. We need to take care that now we do not have at our disposal the empty transitions (for working with $\varepsilon$-transitions we need to have a convention similar to $\varepsilon a = a$).

3.3 Completeness and Decidability

Theorem 3.7 (Completeness) For any two actions $\alpha$ and $\beta$ of $A$ then $\alpha = \beta$ is a theorem of $SKAT$ iff the corresponding regular sets of guarded concurrent strings $\hat{I}_{SKAT}(\alpha)$ and $\hat{I}_{SKAT}(\beta)$ are the same.

Proof: The forward implication (or soundness) comes as a consequence of Theorem 3.1; i.e. from the fact that $ARGCS$ is a synchronous Kleene algebra with tests. We use induction on the structure of the actions from $SKAT$.

3.4 SKAT, Hoare logic, and Concurrency

Propositional Hoare Logic (PHL) is the version of Hoare logic which does not involve the assignment axiom explicitly [Koz00]. PHL reasons about programs at a more abstract level where the assignment axiom instances are just particular cases of atomic programs. Kleene algebra with tests (KAT) subsumes PHL and has the same complexity (PSPACE-complete for the Horn theory with premises of the form $\alpha = 0$). Moreover, KAT is complete for relational valid Horn formulas (i.e. all the rules of PHL are theorems of KAT), whereas PHL is incomplete. The following valid inference cannot be derived:

$$\{\psi\} \text{ if } \phi \text{ then } \alpha \text{ else } \alpha \{\psi\}$$

$$\{\psi\} \alpha \{\psi\}$$
Extensions of Hoare logic exist which treat procedure calls, goto jumps, pointers, or aliasing. Similar extensions can be devised for Kleene algebra with tests, e.g., some form of higher-order functions [AHK06b], non-local flow of control [Koz08], or local variables [AHK08]. We do not know about nested procedure calls and returns which is known to be a context free property (and not a regular property as is the style of KAT).

About expressiveness, KAT can encode the while programs (and more) which correspond to the notion of tail recursion (or iteration) from programming languages. It is known that tail recursion is strictly less expressive than (full) recursion. Recursion can be encoded with while programs and a stack. This corresponds to the context-free languages as opposed to the regular languages where KAT lies. The stack can be expressed in the First-Order Dynamic Logic (which is undecidable in general). KAT relates to the Propositional Dynamic Logic.

All these expressiveness issues hold for our SKAT too. Encoding partial correctness assertions (PCAs) into SKAT is done as in [Koz00,HKT00]. The PCA \( \{ \phi \} \alpha \{ \psi \} \) intuitively says that if the program \( \alpha \) starts in a state where \( \phi \) holds (i.e., the precondition is true) then whenever the program terminates\(^4\) the postcondition \( \psi \) will hold. There are two equivalent ways of encoding PCAs in SKAT: \( \phi \alpha \neg \psi = 0 \) (it is not possible that program \( \alpha \) starts with precondition \( \phi \) and terminates with postcondition \( \neg \psi \)) or \( \phi \alpha = \phi \alpha \psi \) (testing the postcondition \( \psi \) after termination of \( \alpha \) started with precondition \( \phi \) is superfluous).

Our notion of synchrony is based on the assumption of interference freedom of Owicki and Gries [OG76]. The definition of interference freedom given in [OG76] says that an action \( b \) does not interfere with another action \( \alpha \) iff first, it does not change the postcondition of \( \alpha \) and second, if interleaved at any point in \( \alpha \) it does not change the precondition of the remaining actions (to be executed) of \( \alpha \). Note that the \( b \) actions in [OG76] are only the statements that could change the state of the system (i.e., the await and assignment). In our case these correspond to the basic actions.

Interference freedom in SKAT is given by the \( \sim C \) relation (defined in terms of \( \# C \)) on the basic actions of \( \mathcal{A} \). The difference is that in our case \( \# C \) is given by an “oracle” whereas in [OG76] it is given by rules based on the syntax (i.e., the assignment axiom schemata; which in practice reduces to the instances of the axiom for each particular assignment). In our case we assume an oracle because we abstract away and the basic actions have no assumed structure. If particularized to assignments than the oracle giving the \( \# C \) relation becomes the axiom schemata.

**Example 3.1** Consider two programs: a conditional if \( \phi \) then \( \alpha \) else \( \beta \) and a sequence \( \gamma \cdot \gamma' \). Writing these into SKAT is, respectively \( \phi \alpha + \neg \phi \beta \)

\(^4\)To talk about termination (total correctness) we need to use an extended version of the Hoare logic (not in this paper).
and $\gamma'$. Now put these two programs to run in parallel (synchronously) and therefore write $(\phi\alpha + \neg\phi\beta) \times (\gamma \gamma')$. The following sequence of equalities follow from the axioms of $\text{SKAT}$: $(\phi\alpha) \times (\gamma \gamma') + (\neg\phi\beta) \times (\gamma \gamma') = (\phi\alpha) \times (1 \gamma \gamma') + (\neg\phi\beta) \times (1 \gamma' \gamma')$ which by axiom (17) and rules of Boolean algebra becomes $\phi(\alpha \times \gamma) \gamma' + \neg\phi(\beta \times \gamma) \gamma'$. If we write now back into the while language we get: $(\text{if } \phi \text{ then } \alpha \times \gamma \text{ else } \beta \times \gamma); \gamma'$.

Note that this holds under the interference freedom assumption about the programs $\alpha$ and $\gamma$ and $\beta$ and $\gamma$ which in $\text{SKAT}$ is given by the compatibility relation $\alpha \sim \gamma$ and $\beta \sim \gamma$.

4 Final Considerations

4.1 Synchronous Kleene Algebra and True Concurrency Models

4.1.1 Mazurkiewicz trace theory

**Definition 4.1 (Mazurkiewicz traces)** Consider a symmetric and irreflexive binary relation $I_{AB}$ called the independence relation (i.e. not causal) on a set of basic actions, say $A_B$. Define $\equiv_{AB}$ as the least congruence in the monoid of strings over $A_B \times B_B$, i.e. $(A_B^*, \cdot, 1)$ s.t. if $(a, b) \in I_{AB}$ then $ab \equiv_{AB} ba$. For arbitrary strings we say that $u \equiv_{AB} v$ iff $\exists w_1 \ldots w_n$ with $u = w_1$ and $v = w_n$ and $\forall i, \exists w', w''$, $\exists a, b$ s.t. $(a, b) \in I_{AB}$ and $w_i = w'abw''$ and $w_{i+1} = w''baw'$. One equivalence class generated by $\equiv_{AB}$ is called a (Mazurkiewicz) trace and is denoted by $[w]\equiv_{AB}$ (the equivalence class is generated by the class representant $w$).

If $u \equiv_{AB} v$ then $u$ is a permutation of $v$. A trace represents a run of a concurrent system. On the other hand a trance encodes several possible sequential runs which are considered equivalent due to the independence of some of the basic actions involved. From this point of view Mazurkiewicz traces talk about a special form of interleaving. The independence relation makes two basic actions globally independent; i.e. the basic actions are independent of each other no matter of their position on the sequential runs.

Take the same view (with set of equivalent interleavings) in $\text{SKA}$: a concurrent action $\alpha_\times \in A_B^\times$ is interpreted as the set of its basic actions that compose it, e.g. $\{a, b, c\}$. It encodes all the possible interleavings of these basic actions, e.g. $\{abc, acb, bac, cba\}$. Therefore, in the context of $\text{SKA}$ the following definitions apply to the independence relation of Mazurkiewicz traces.

**Definition 4.2** Consider $I_{AB}$ to respect the following: $\forall a, b \in A_B$ if $a \times b$ then $(a, b) \in I_{AB}$. Extend this to concurrent actions $\alpha_\times$ to say that if $\alpha_\times \times \beta_\times$ then $\forall a \in \{\alpha_\times\}, b \in \{\beta_\times\}$, $(a, b) \in I_{AB}$. 
Proposition 4.1. For a concurrent action $\alpha = a_1 \times \ldots \times a_n$ then $I_A B$ restricted to the basic actions of $\alpha$ is a total relation; i.e. $\forall 0 < i, j \leq n$ then $(a_i, a_j) \in I_A B$.

This proposition shows a first difference between the concurrency modelled in $SKA$ and the concurrency of Mazurkiewicz traces. In the later the independence relation is not necessarily total (i.e. it may be defined as partial); this fact allows for some basic action to move back and forth along the sequence of actions depending on which actions it is independent of. Therefore $SKA$ cannot capture the concurrent behavior of Mazurkiewicz traces.

For general actions of $SKA$ generated using also the $\cdot$ operator the definitions above are not sufficient any more. Consider the simple example: $(a \times b) \cdot a$ in $SKA$ has the following intended sequential runs: $\{aba, baa\}$; whereas in Mazurkiewicz traces, because $(a, b) \in I_A B$ we get the following sequential runs: $[aba] \equiv_A B = \{aba, baa, aab\}$. This shows that Mazurkiewicz traces cannot capture the concurrent behavior intended in $SKA$ because we need the independence relation to be local to each sequential step of a concurrent run.

Remark: Mazurkiewicz traces have defined a global and partial independence relation. If we take the similar view in $SKA$ we need a local and total independence relation. The locality comes from the perfect synchrony model we adopted, where all the concurrent actions are executed at each tick of a universal clock. The totality comes from our view of concurrent basic actions as forming a set.

4.1.2 Shuffle

Shuffle is an operation over regular languages (basically over words) which preserves regularity. Shuffle has been used to model concurrency in [Abr79, Gis84] with a position between the interleaving approach and the partial orders approach. Shuffle is a generalization of interleaving similar to what we discussed for the Mazurkiewicz traces but it does not take into consideration any other relation on the actions(events) which it interleaves. If we were to ignore the branching information in our actions then we can view $\times$ as some kind of ordered shuffle. The shuffling of two sequences of actions in $SKA$ walks step by step (on the $\cdot$ operation) and shuffles the basic actions found (locally).

4.1.3 Pomsets

Pomsets have been long advocated by Pratt [Pra86] and many of the initial theoretical results were published as [Gis84]. The theory of pomsets is among
the first in concurrency theory to make a distinction between events \((E)\) and actions \((A)\). A pomset is a partially ordered set of events labeled (non-injective) by actions. Pomsets extend the idea of strings which are linearly ordered multisets to partially ordered multisets. Normally a multiset is \(\mathbb{N}^A\) and assigns to each action of \(A\) a multiplicity from \(\mathbb{N}\). In pomset theory they are more: \(E^A\) which assigns to each action of \(A\) a set of events from \(E\), and more, events are ordered by the temporal partial order. Thus, an action may be executed several times and each execution of an action is an event. Formally a pomset is the isomorphism class (w.r.t. the events) of the structure \((E,A,<,\mu)\) where \(\mu : E \rightarrow A\) is the labeling function of the events by action names.

Two events which are incomparable by \(<\) are permitted to occur concurrently. An important feature of the pomset theory is that it is independent of the granularity of the atomicity; i.e. events may be either atomic or may have a even more elaborated structure (in [Gis84] operations over pomsets are defined by replacing events (with the same action name) by new pomsets). Moreover, the view of time does not matter as events may occupy time points or time intervals with no difference to the theory. There is also a large number of operations defined over pomsets (see [Pra86]), more than in the other theories we have seen.

A pomset describes only one execution of the concurrent system. A set of pomsets is called a process and describes the whole set of concurrent behaviors or a system (or process). Pomsets are more expressive then our synchronous actions. We know that a synchronous action represents a set of concurrent strings (as we called them). Each concurrent string is a particular pomset; formally it is a pomset where the partial order respects the constraint:

\[
\text{all maximal independent sets are disjoint, uniquely labeled, and completely ordered,}
\]

where an independent set of events is \(X \subseteq E\) s.t. \(\forall e_i, e_j \in X\) then \((e_i \not< e_j) \wedge (e_j \not< e_i)\). An independent set is uniquely labeled iff the labeling function is injective on \(X\); i.e. \(\mu|_X\) is injective. Two independent sets \(X_i, X_j\) are completely ordered iff if \(\exists e_i \in X_i, \exists e_j \in X_j\) with \(e_i < e_j\) then \(\forall e_i \in X_i, \forall e_j \in X_j\) is the case \(e_i < e_j\). Call this a synchronous pomset.

**Theorem 4.2** Concurrent strings are completely characterized by synchronous pomsets.

**Proof:** We need to prove two implications: for any \(w\) a concurrent string as in Definition 2.6 there is a synchronous pomset simulating it; and for any synchronous pomset there is a concurrent string.
Consider a concurrent string as pictured in Fig.5. It is formed of sets of incomparable events named by unique actions (because of the axiom (14)). Each of these sets are disjoint and all the events in one set that follows after a · operator are in the relation < with all the events that precede them (also because of the transitivity of the partial order). Therefore these sets of events are also maximal and are independent sets as in the definition above. The requirement of completely ordered is clearly satisfied.

For a synchronous pomset the fact that we consider the maximal independent sets to be disjoint gives much of the proof that we can consider it as a concurrent string. The requirement of completely ordered is needed to assure that there are no X-like pair of events in two independent sets.

The good thing about the synchronous actions of $SKA$ is that all the actions can be obtained (constructed) from a finite set of basic actions using a finite set of operations on actions. Is it the same situation for the pomsets? Because of the + operation the actions of $SKA$ define sets of behaviors (of concurrent strings). Therefore we need to talk not of pomsets but of sets of pomsets (i.e. processes). The same + operation exists for sets of pomsets (i.e. their union) which on synchronous pomsets behaves exactly like the + in $SKA$. For the · there is the ; on pomsets. The extension of ; to sets of pomsets is exactly the same as the extension of · to sets of concurrent strings. Similarly we find the Kleene $*$ for pomsets.

For the $\times$ of $SKA$ we did not find a straight forward equivalent for pomsets. Moreover, we are not sure if there is a pomset definable operation (as in terminology of [Gis84]). The first candidate was the concurrence operation $||$ but this breaks the completely ordered requirement. The orthocurrence operation on pomsets is also not good. We could not find a satisfactory new definition for $\times$ over pomsets because in order to enforce the conditions of synchronous pomsets we needed to look through the whole (infinite) structure of the partial order on events (a recursive destroying algorithm) starting with the smallest elements in the order.
4 FINAL CONSIDERATIONS

4.1.4 Event structures

Event structures were introduced in [NPW79] as a model of concurrency based on events partially ordered by a causal dependency relation and with additional structure given by a conflict relation and an enabling relation. We base our presentation on [Win88]. Configurations (or computation states) are viewed as subsets of events (left-closed w.r.t. the causal dependency order) which for one event all the events it depends on are included. Note that parallel processes computations are modeled by causal independence between events. Event structures are based on the fundamental axiom of finite causes which basically states that any event depends on a finite number of events. We like to note that our interpretation of actions as trees mimic event structures with the $\cdot$ as a causal dependency relation and any node respects the axiom of finite causes.

The conflict relation of event structures is similar to our conflict relation $\#_C$ and to the one found in Esterel. The conflict relation is defined over events and its intuitive interpretation is to express how the occurrence of an event rules out the occurrence of another. More general event structures $(E, \#, \vdash)$ are obtained by relaxing the partial order to an enabling relation $\vdash$ with the intuition that now it is sufficient for an event to be enabled by a single chain of enabled events starting with an event $e_0$ which is enabled by no event.

4.2 Related Work

4.2.1 More on SCCS

The well known CCS calculus [Mil95] is proven to be just a subcalculus of the asynchronous version of SCCS (named ASCCS). Milner defines asynchrony in terms of synchrony by using a special action for delay (denote it $d$ in our context) which takes exactly one time step to execute. The ASCCS is comprised only of asynchronous processes. An asynchronous process is a synchronous process which can delay indefinitely after each action (but not before the first action); in our notation $a \cdot d^* \cdot b \cdot d^* \ldots$

ASCCS is strictly more expressive than CCS as synchronous occurrence of actions are enforced by the $\times$ operation in conjunction with the action prefix (i.e. sequence) operation. In CCS any two actions which are not inverse must be interleaved. To achieve this the synchrony operation $\times$ is changed into the composition operation $||$ which is defined in terms of $\times$. The idea is to make it possible that for two processes composed in parallel $P||Q$ either one does an action and the other may delay or the other does an action and the first may delay. The fact that a process may delay includes that fact that the process may also not delay. Therefore, $||$ does include the case when the two processed execute inverse actions.
Remark: As far as we know, there is no result on completeness of ASCCS, which means that it is not known whether any asynchronous agent can be expressed in ASCCS. On the other hand the work of [dS85] establishes the relative completeness of SCCS and Meije languages.

4.2.2 The strong synchrony hypothesis of the Esterel family

Esterel [BC85, BG92] is a synchronous imperative programming language where the model of concurrency = synchrony + determinism + multi clocks. This is opposed to the classical view of concurrency = nondeterminism + universal clock. The strong synchrony hypothesis says that the control structures (like sequence) and the simple operations (like assignments) take no time (instantaneously); making the execution machine “infinitely fast”. This means that the external environment of the system remains invariant during an execution of an action.

Esterel is used to model reactive real-time systems. An Esterel program only reacts on input events from the environment (producing some other output events). Communication is through instantaneous broadcasting of events, therefore all processes have the same view of the environment.

Determinism is most desirable for reactive systems as on the same input we want the system to give the same output. Deterministic systems are much easier to analyze and to reason about; and composition of deterministic concurrent systems is simple. Nondeterminism is needed for modelling communication in concurrent systems, whereas in Esterel the synchrony hypothesis takes care of this.

There is no internal clock of the processes but a process can handle several notions of time with several time units. The time considers a time unit to be just a repetition of an event (and each event gives another time unit; i.e. another clock).

The semantics of Esterel is based on SOS which does not fit into our algebraic purpose for logics of actions. On the other hand the Esterel programs are compiled into automata which is very similar to our translation of the actions into finite automata.

4.2.3 The mCRL2 language

The mCRL2 is a specification language for distributed systems built in the style of process algebras [GMR+07]. (mCRL2 is the successor of μCRL language [GP93]) The semantics is given as SOS rules and a strong bisimulation relation is defined to capture the equality of the processes. An axiomatization of the operators is given and (relative) completeness of the axiomatization w.r.t. the SOS semantics is shown. Recently a tool set has been released [GKM+08].

Many concepts of the synchronous Kleene algebra are found in mCRL2.
4 FINAL CONSIDERATIONS

The building blocks of the language are a set of basic actions (parameterized by data types). The basic actions are grouped into sets of basic actions (called multi-actions) which are assumed to occur at the same time. The operation on multi-actions is the same as $\times$ on $A_B^\alpha$ in SKA. Over multi-actions are defined the basic operators which are essentially the choice, sequence, and conditional (and a few nonessential for process references or for attaching time to a process in the form of a delay). There is no Kleene star concept but recursion is achieved as in process algebras through process definitions and process references. The rest of the operators are for parallel composition and synchronization (as in process algebra terminology), and additional for restriction, blocking, renaming, and communication.

Analyzing an mCRL2 specification means linearization of the specification into what is called a linear process specification (which uses only the basic operators of mCRL2 in a restricted way). This linearization concept is the same as our models for the actions as sets of concurrent strings. The linearizations of mCRL2 are very close to our concurrent strings, only that they need to have more specific notions like the timers on the processes (if any was specified in the original mCRL2 process) or the data arguments of the multi-actions.

Overall SKAT is a simple and clean formalism but not as expressive as mCRL2. SKAT is tractable and when used in the logical formalism that we mentioned it still yields tractable logics. On the other hand we will need the addition of timing notions to our actions and addition of parameters to the actions (in the form of types as in mCRL2). For this it is wise if we start to investigate first the use of mCRL2 instead of the SKAT.

4.3 Open Problems

1. Consider the equational system defining the CA algebra in Definition 2.11 (i.e. axioms (1)-(17) of Table 1). Is there an algorithm to decide the unification problem in CA? And what is its complexity? A more simple unification problem is to give an algorithm to find the substitution solution to the following:

$$\forall \alpha\beta \in \text{CA}, \alpha \times X = \beta,$$

where $X$ is a variable in CA.

2. Is there a canonical form for SKA or SKAT?; similar to what it was done in Section 2.4 for CA?

3. Give a representation of the automata on concurrent strings in terms of matrices over the SKA and give an alternative proof of the completeness theorem 2.9 similar to what is done in [Koz94]. This involves the definition of an operation over matrices to simulate the concurrent composition of finite automata over concurrent strings.
4. Find a correct definition of an operation over the synchronous pomsets which would correspond to the $\times$ operation over $\mathcal{SKA}$ actions (or over the concurrent strings).
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A Additional Proofs

We give here an alternative proof of Theorem 2.9 using the inverse of the interpretation.

Proof: The forward implication (⇒) can be rewritten as:

\[ \text{SKA} \vdash \alpha = \beta \Rightarrow \tilde{I}_{\text{SKA}}(\alpha) = \tilde{I}_{\text{SKA}}(\beta) \]

where \( \vdash \) means that the statement on the right can be deduced from the axioms of the algebra on the left and the classical rules of equational reasoning: reflexivity, symmetry, transitivity, and substitution.

The proof follows from the fact that \( \text{ARCS} \) is a synchronous Kleene algebra (see Theorem 2.3). We use induction on the derivation and prove as base case that the implication holds for the axioms of SKA. For the inductive case we consider the rules of equational reasoning.

For the converse implication (⇐) we prove that the standard interpretation \( \tilde{I}_{\text{SKA}} \) is an isomorphism up to a congruence relation on actions induced by the equality on action terms. This means that when \( \tilde{I}_{\text{SKA}} \) is applied to action \( \alpha \) and returns a regular concurrent set then one can get by applying the inverse function another action \( \alpha' \) which is congruent to the initial \( \alpha \). Having this isomorphism then from two actions \( \alpha \) and \( \beta \) we get the same regular concurrent set (by the hypothesis of the theorem) from which we translate back to the same action \( \gamma \) congruent to both \( \alpha \) and \( \beta \) which gives the conclusion. Recall that the term algebra \( T_{\text{SKA}} \) is free in the class of algebras over the generators \( \{1, 0\} \cup A_B \). The fact that \( \tilde{I}_{\text{SKA}} \) is an algebraic isomorphism makes the \( \text{ARCS} \) algebra also free in the class of algebras \( \text{SKA} \), which means that any property on the regular concurrent sets holds on the action terms and the converse.

As usual, consider a relation \( \equiv \subseteq T_{\text{SKA}} \times T_{\text{SKA}} \) defined as: \( \alpha \equiv \beta \Leftrightarrow \text{SKA} \vdash \alpha = \beta \). The proof that \( \equiv \) is a congruence is classical based on the deduction rules and we leave it to the reader. The rest of the proof is based on the following lemma which basically establishes the existence of the inverse function of the standard interpretation \( \tilde{I}_{\text{SKA}} \) thus proving that \( \tilde{I}_{\text{SKA}} \) is an isomorphism.

Lemma A.1 (existence of the inverse of the interpretation)

There exists a map \( \tilde{I}_{\text{SKA}}^{-1} : \text{ARCS} \to T_{\text{SKA}} \) which is the inverse map up to \( \equiv \) of \( \tilde{I}_{\text{SKA}} \).

Proof: The proof of the lemma involves three parts:

1. \( \forall A \in \text{ARCS} \) then \( \exists \alpha \in T_{\text{SKA}} \) s.t. \( \tilde{I}_{\text{SKA}}^{-1}(A) = \alpha \);
2. \( \forall A = B \) then \( \tilde{I}_{\text{SKA}}^{-1}(A) = \tilde{I}_{\text{SKA}}^{-1}(B) \);

The first two guarantee that \( \tilde{I}_{\text{SKA}}^{-1} \) is a correctly defined function and their proof will be part of the construction of \( \tilde{I}_{\text{SKA}}^{-1} \).
3. $I_{SKA}\circ I_{SKA} = \text{Id}_{\approx}$ i.e. $\forall \alpha \in T_{SKA}$ then $I_{SKA}\circ I_{SKA}(\alpha) = \alpha'$ and $\alpha \equiv \alpha'$.

We define $I_{SKA}^{-1}$ first for the generator sets and in a second stage it is extended homomorphic to all regular concurrent sets of $\text{ARCS}$.

$I_{SKA}^{-1}(\{\{a\}\}) = a, \forall a \in A_B$
$I_{SKA}^{-1}(0) = 0$
$I_{SKA}^{-1}(1) = 1$

Recall that we defined $0$ and $1$ to be respectively the regular sets $\emptyset$ and $\{\{\}\}$. The homomorphic extension of $I_{SKA}^{-1}$ to the operators on regular concurrent sets:

$I_{SKA}^{-1}(A + B) = I_{SKA}^{-1}(A) + I_{SKA}^{-1}(B)$
$I_{SKA}^{-1}(A \cdot B) = I_{SKA}^{-1}(A) \cdot I_{SKA}^{-1}(B)$
$I_{SKA}^{-1}(A \times B) = I_{SKA}^{-1}(A) \times I_{SKA}^{-1}(B)$
$I_{SKA}^{-1}(A^*) = I_{SKA}^{-1}(A)^*$

Because $\text{ARCS}$ is generated by $\{0, 1\} \cup \{\{x\} \mid x \in A_B\}$ the definition of $I_{SKA}^{-1}$ above is done for all sets of $\text{ARCS}$; therefore item 1 of the lemma is proven. Now we have to prove that $I_{SKA}^{-1}$ returns a unique value for each input, in order to call it a function.

For the proof of the second item of the lemma we need to note that the two sets $A$ and $B$ can be decomposed in different ways depending on the different operators. To overcome this we require that $I_{SKA}^{-1}$ respects the following precedence on the set operators: $* > + > \cdot > \times$. Therefore, for each set we have only one way of decomposing it and thus only one way of applying $I_{SKA}^{-1}$ and thus obtaining a unique action.

To prove the third item of the lemma we use induction on the structure of the actions. Take as basis the generator actions. For $a \in A_B$ we have $I_{SKA}^{-1}(I_{SKA}(\alpha)) = I_{SKA}^{-1}(\{\{a\}\}) = a$ by the definitions of $I_{SKA}$ and $I_{SKA}$. The inductive are one for each action operator. We take here only one:

$I_{SKA}^{-1}(I_{SKA}(\alpha_1 + \alpha_2)) = I_{SKA}^{-1}(I_{SKA}(\alpha_1) + I_{SKA}(\alpha_2)) = I_{SKA}^{-1}(I_{SKA}(\alpha_1)) + I_{SKA}^{-1}(I_{SKA}(\alpha_2))$ which by the inductive hypothesis it is congruent to $\alpha_1 + \alpha_2$.

To finish the proof of the theorem take $I_{SKA}(\alpha) = I_{SKA}(\beta)$ to be equal regular concurrent sets corresponding to two arbitrary actions $\alpha$ and $\beta$. By applying the inverse interpretation we obtain the same action $I_{SKA}^{-1}(I_{SKA}(\alpha)) = \gamma = I_{SKA}^{-1}(I_{SKA}(\beta))$ which in turn is congruent to both actions. Therefore, $\alpha \equiv \gamma \equiv \beta$ from which the goal of the theorem is derived.